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1 What is Communication?

This book is an introduction to communication theory — the theory of how humans share,
encode, and decode what they know, what they need, and what they expect from each other.
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2 Introduction

Communicationis deeply rooted in human behaviors and societies. It is difficult to
think of social or behavioral events from which communication is absent. Indeed,
communication applies to shared behaviors and properties of any collection of
things, whether they are human or not.

We may turn to etymology1 for clues: "communication" (from the Latin "communicare")
literally means "to put in common", "to share". The term originally meant sharing of
tangible things; food, land, goods, and property. Today, it is often applied to knowledge2

and information3 processed by living things or computers.

We might say that communication consists of transmitting information. In fact, many
scholars of communication take this as a working definition, and use Lasswell's4 maxim
("who says what to whom") as a means of circumscribing the field of communication. Others
stress the importance of clearly characterizing the historical, economic and social context.
The field of communication theory5 can benefit from a conceptualization of communication
that is widely shared.

Communication Theory6 attempts to document types of communication, and to optimize
communications for the benefit of all.

Indeed, a theory is some form of explanation of a class of observed phenomena. Karl Popper7

colorfully described theory as "the net which we throw out in order to catch the world--to
rationalize, explain, and dominate it." The idea of a theory lies at the heart of any scholarly
process, and while those in the social sciences tend to adopt the tests of a good theory from
the natural sciences8, many who study communication adhere to an idea of communication
theory that is akin to that found in other academic fields9.

This book approaches communication theory from a biographical perspective, in an attempt
to show theory development within a social context. Many of these theorists would not
actually consider themselves "communication" researchers. The field of communication study
is remarkably inclusionary, and integrates theoretical perspectives originally developed in a
range of other disciplines.

1 http://en.wikipedia.org/wiki/etymology
2 http://en.wikipedia.org/wiki/knowledge
3 http://en.wikipedia.org/wiki/information
4 http://en.wikipedia.org/wiki/Harold%20Lasswell
5 http://en.wikipedia.org/wiki/communication%20theory
6 http://en.wikipedia.org/wiki/communication%20theory
7 http://en.wikipedia.org/wiki/Karl%20Popper
8 http://en.wikipedia.org/wiki/natural%20science
9 http://en.wikipedia.org/wiki/academic%20fields
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Introduction

2.1 Theories and Models

Figure 1 A simple communication model with a
sendera which transfers a messageb containing
informationc to a receiverd.
a http://en.wikipedia.org/wiki/sender
b http://en.wikipedia.org/wiki/message
c http://en.wikipedia.org/wiki/information
d http://en.wikipedia.org/wiki/receiver

Many suggest that there is no such thing as a successful body of communication theory, but
that we have been relatively more successful in generating models of communication. A
model10, according to a seminal 1952 article by Karl Deutsch11 ("On Communication Models
in the Social Sciences"), is "a structure of symbols and operating rules which is supposed
to match a set of relevant points in an existing structure or process." In other words, it is
a simplified representation or template of a process that can be used to help understand
the nature of communication in a social setting. Such models are necessarily not one-to-one
maps of the real world, but they are successful only insofar as they accurately represent the
most important elements of the real world, and the dynamics of their relationship to one
another.

Deutsch suggests that a model should provide four functions. It should organize a complex
system (while being as general as possible), and should provide an heuristic function. Both
these functions are similar to those listed above for theories. He goes on to suggest models
should be as original as possible, that they should not be obvious enough that they fail to
shed light on the existing system. They should also provide some form of measurement of
the system that will work analogously within the model and within the actual system being
observed.

Models are tools of inquiry in a way that theories may not be. By representing the system
being observed, they provide a way of working through the problems of a "real world" system
in a more abstract way. As such, they lend themselves to the eventual construction of
theory, though it may be that theory of the sort found in the natural sciences is something
that cannot be achieved in the social sciences. Unfortunately, while models provide the
"what" and the "how," they are not as suited to explaining "why," and therefore are rarely as
satisfying as strong theory

10 http://en.wikipedia.org/wiki/model%20%28abstract%29
11 http://en.wikipedia.org/wiki/Karl%20Deutsch
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3 Uncertainty Reduction

3.1 Advances in Interpersonal Communication: Charles
Berger, Richard Calabrese and Key Uncertainty
Theorists

Since the mid-twentieth century, the concept of information has been a strong foundation
for communication research and the development of communication theory. Information
exchange is a basic human function in which individuals request, provide, and exchange
information with the goal of reducing uncertainty. Uncertainty Reduction theory (URT),
accredited to Charles R. Berger and Richard J. Calabrese (1975), recognized that reducing
uncertainty was a central motive of communication. Through the development of URT, these
scholars pioneered the field of interpersonal communication by examining this significant
relationship in uncertainty research.

Heath and Bryant (2000) state: “One of the motivations underpinning interpersonal com-
munication is the acquisition of information with which to reduce uncertainty” (p. 153).
The study of information is basic to all fields of communication, but its relation to the
study of uncertainty in particular advanced theoretical research in the field of interpersonal
communication. URT places the role of communication into the central focus which was
a key step in the development of the field of interpersonal communication. Berger and
Calabrese (1975) note: “When communication researchers have conducted empirical research
on the interpersonal communication process, they have tended to employ social psychological
theories as starting points” (p. 99). The research underlying the theory and efforts made by
other contemporaries marked the emergence of interpersonal communication research; with
the development of URT, communication researchers began to look to communication for
theories of greater understanding rather than theoretical approaches founded in other social
sciences.

3.2 The History of Interpersonal Communication Research:
A Brief Overview

Traditionally, communication has been viewed as an interdisciplinary field. Interpersonal
communication is most often linked to studies into language, social cognition, and social
psychology. Prior to the 1960s, only a modest amount of research was completed under
the label of interpersonal communication. Heath and Bryant (2000) marked this time as
the origin of the field of interpersonal communication: “Particularly since 1960, scholars
adopted communication as the central term because they wanted to study it as a significant
and unique aspect of human behavior” (p. 59).

7



Uncertainty Reduction

The 1960s produced research that impacted the development of an interpersonal field.
Research in psychiatry examined personality and the influence of relationships, finding
that psychiatric problems were not only a result of self problems, but a result of relational
problems as well. Research trends in humanistic psychology and existentialism inspired
the idea that relationships could be improved through effective communication (Heath &
Bryant, 2000).

Research conducted under the title of interpersonal communication initially focused on
persuasion, social influence, and small group processes. Theories explored the role of learning,
dissonance, balance, social judgment, and reactance (Berger, 2005). Kurt Lewin, a forefather
of social psychology, played a considerable role in influencing interpersonal research pioneers
such as Festinger, Heider, Kelley, and Hovland.

By the 1970s, research interests began to shift into the realm of social interaction, relational
development, and relational control. This was influenced by the research of such scholars as
Knapp, Mehrabian, Altman, Taylor, Duck, Kelley, and Thibaut. During the later part of the
decade and into the 1980s, the cognitive approaches of Hewes, Planalp, Roloff, and Berger
became popular along with research into behavioral and communicative adaptation by Giles,
Burgoon, and Patterson. Berger (2005) states: “these early theoretical forays helped shape
the interpersonal comm research agenda during the past two decades” (p. 416).

Today, interpersonal communication tends to focus on dyadic communication, communication
involving face-to-face interaction, or communication as a function of developing relationships.
Research into interpersonal communication theory typically focuses on the development,
maintenance, and dissolution of relationships. It has been recognized that interpersonal
communication is motivated by uncertainty reduction (Berger & Calabrese, 1975). Since its
introduction in the 1970s, uncertainty has been recognized as a major field of study that
has contributed to the development of the field of communication as a whole. This chapter
strives to focus on those theorists who pioneered the research of uncertainty reduction
in communication. Their work is crucial to the development of the field of interpersonal
communication, and is central in our understanding of interpersonal processes.

3.3 Defining Uncertainty

Since uncertainty has been identified as an important construct, necessary to the study of
communication, it would be beneficial to know when the concept originated, and how it
has been defined and studied. One way to consider uncertainty is through the theoretical
framework of information theory. Shannon and Weaver (1949) proposed that uncertainty
existed in a given situation when there was a high amount of possible alternatives and
the probability of their event was relatively equal. Shannon and Weaver related this view
of uncertainty to the transmission of messages, but their work also contributed to the
development of URT.

Berger and Calabrese (1975) adopted concepts from the information theorists as well as
Heider's (1958) research in attribution. Berger and Calabrese (1975) expanded the concept
of uncertainty to fit interpersonal communication by defining uncertainty as the “number of
alternative ways in which each interactant might behave” (p. 100). The greater the level
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Early Influences

of uncertainty that exists in a situation, the smaller the chance individuals will be able to
predict behaviors and occurrences.

During interactions individuals are not only faced with problems of predicting present and
past behaviors, but also explaining why partners behave or believe in the way that they
do. Berger and Bradac’s (1982) definition of uncertainty highlighted the complexity of this
process when they stated: “Uncertainty, then, can stem from the large number of alternative
things that a stranger can believe or potentially say” (p. 7).

Uncertainty plays a significant role when examining relationships. High levels of uncertainty
can severely inhibit relational development. Uncertainty can cause stress and anxiety which
can lead to low levels of communicator competence (West & Turner, 2000). Incompetent
communicators may not be able to develop relationships or may be too anxious to engage in
initial interactions. West and Turner (2000) note that lower levels of uncertainty caused
increased verbal and nonverbal behavior, increased levels of intimacy, and increased liking.
In interactions individuals are expected to increase predictability with the goal that this
will lead to the ability to predict and explain what will occur in future interactions. When
high uncertainty exists it is often difficult to reach this goal.

Although individuals seek to reduce uncertainty, high levels of certainty and predictability
can also inhibit a relationship. Heath and Bryant (2000) state: “Too much certainty
and predictability can deaden a relationship; too much uncertainty raises its costs to an
unacceptable level. Relationship building is a dialectic of stability and change, certainty and
uncertainty” (p. 271). Therefore uncertainty is a concept that plays a significant role in
interpersonal communication. The following theorists explore how communication can be a
vehicle individuals utilize to reduce uncertainty.

3.4 Early Influences

The following theorists significantly contributed to the examination of uncertainty in com-
munication. The influence of their work can be seen reflected in the assumptions of Berger
and Calabrese (1975).

3.4.1 Leon Festinger (1919-1989)

Leon Festinger studied psychology at the University of Iowa under the direction of Kurt
Lewin. Lewin, one of the founders of social psychology and a pioneer in the research of group
dynamics, had a substantial influence on the development of interpersonal communication.
After graduation, Festinger1 initially worked at the University of Rochester, but in 1945 he
followed Lewin to Massachusetts Institute of Technology and the Research Center for Group
Dynamics. After Lewin's death, Festinger worked at the University of Michigan, Stanford
University, and the New School for Social Research (Samelson, 2000).

Much of Festinger’s research followed his mentor Lewin and further developed Lewin’s
theories. Several of Festinger's theories were highly influential on the emerging field of

1 http://en.wikibooks.org/wiki/Festinger
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interpersonal communication and on the development of URT. Festinger is best known for
the theories of Cognitive Dissonance and Social Comparison. Cognitive Dissonance theory
(CDT) attempted to explain how an imbalance among cognitions might affect an individual.
Lewin foreshadowed CDT in his observations regarding attitude change in small groups
(Festinger, 1982). CDT allows for three relationships to occur among cognitions: a consonant
relationship, in which cognitions are in equilibrium with each other; a dissonant relationship,
in which cognitions are in competition with each other; and an irrelevant relationship, in
which the cognitions in question have no effect on one another (West & Turner, 2000).
Cognitive Dissonance, like uncertainty, has an element of arousal and discomfort that
individuals seek to reduce.

Social Comparison theory postulates that individuals look to feedback from others to evaluate
their performance and abilities. To evaluate the self, the individual usually seeks the opinions
of others who are similar to the self. This need for social comparison can result in conformity
pressures (Trenholm & Jensen, 2004). Berger and Calabrese (1975) related social comparison
to URT by stating that “Festinger has suggested that persons seek out similar others who are
proximate when they experience a high level of uncertainty regarding the appropriateness of
their behavior and/or opinions in a particular situation” (p. 107).

Festinger received the Distinguished Scientist award of the American Psychological Asso-
ciation and the Distinguished Senior Scientist Award from the Society of Experimental
Social Psychology. Festinger’s legacy is significant, and his theoretical influence can still be
recognized in contemporary social science research. Aronson (in Festinger, 1980) stated, “It
was in this era that Leon Festinger invented and developed his theory of cognitive dissonance,
and in my opinion, social psychology has not been the same since” (p. 3).

3.4.2 Fritz Heider (1896-1988)

Fritz Heider earned his doctorate in philosophy from the University of Graz. During his
time in Europe, Heider worked with many renowned psychologists such as Wolfgang Köhler,
Max Wertheimer, and Kurt Lewin. Heider, like Festinger, recognized Lewin as a substantial
impact on his life: “I want to pay tribute to [Lewin's] stimulating influence, which has
affected much of my thinking and which is still strong even in this book, although it does
not derive directly from his work” (Heider, 1958, p. vii). In 1929, Heider moved to the
United States to work at Smith College and later the University of Kansas where he worked
for the remainder of his life (Ash, 2000).

Heider’s 1958 publication, The Psychology of Interpersonal Relations, signified a major
breakthrough in the study of interpersonal communication (Heath & Bryant, 2000). At
this point, social psychologists like Heider expanded their research to focus on interpersonal
relations as an important field of study. Though many social psychologists focused on
behavior in interpersonal relations, their research served as a gateway for research examining
communication in interpersonal relationships. Heider’s text provided one of the first forums
for discussing relational phenomena.

Heider’s work reflected Lewin’s cognitive approach to behavior. Heider (1958) focused on
theories in cognitive consistency, emphasizing that individuals prefer when their cognitions
are in agreement with each other. Heider examined how individuals perceive and evaluate the
actions and behaviors of others, a focus reexamined in Berger and Calabrese’s development
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of URT. Heider stated: “persons actively seek to predict and explain the actions of others”
(Berger & Bradac, 1982, p. 29). Heider’s theory of “naïve psychology” suggested that
individuals act as observers and analyzers of human behavior in everyday life. Individuals
gather information that helps them to predict and explain human behavior. “The naïve
factor analysis of action permits man to give meaning to action, to influence the actions of
others as well as of himself, and to predict future actions” (Heider, 1958, p. 123).

When examining motivations in interpersonal relations, Heider (1958) found that affective
significance is greatly determined by causal attribution. Heider states: “Thus, our reactions
will be different according to whether we think a person failed primarily because he lacked
adequate ability or primarily because he did not want to carry out the actions” (1958, p.
123). The condition of motivation becomes the focus and is relied on for making judgments
and also interpreting the action.

Heider was awarded a Guggenheim Fellowship, a Distinguished Scientific Contribution Award
from the American Psychological Association, and was a fellow of the American Academy of
Arts and Sciences. His influence continues to grow after his death in 1988.

3.4.3 Claude E. Shannon (1916-2001) and Warren Weaver (1894-1978)

Claude E. Shannon received his B.S. from the University of Michigan, Ann Arbor and
his Ph.D. from Massachusetts Institute of Technology (MIT). Shannon worked for the
National Research Council, the National Defense Research Committee, and Bell Telephone
Laboratories, where he developed the mathematical theory of communication, now known
as information theory, with Warren Weaver. Shannon went on to teach at MIT until his
death in 2001. During his lifetime Shannon was awarded the Nobel Prize, Leibmann Prize,
Ballantine Medal, Who's Who Life Achievement Prize, and the Kyoto Prize (“Claude Elwood
Shannon”, 2002).

Warren Weaver received his B.S. and Ph.D. from the University of Wisconsin. Weaver worked
as faculty at Throop College, California Institute of Technology, University of Wisconsin,
and served in World War One. Weaver was also an active member of the Rockefeller
Foundation, Sloan-Kettering Institute for Cancer Research, Alfred P. Sloan Foundation,
and Salk Institute for Biological Studies, serving in many leadership roles. He was awarded
UNESCO's Kalinga Prize before his death in 1978 (Reingold, 2000).

Shannon and Weaver significantly contributed to the systematic approach to the study of
communication. Both theorists were engineers who sought to explain information exchange
through cybernetic processes. They were the first to effectively model information, as they
sought to explain how to attain precise and efficient signal transmissions in the realm of
telecommunications. In their theory of information, Shannon and Weaver (1949) showed
that the need to reduce uncertainty motivates individual’s communication behavior. This
concept was later extended by Berger and Calabrese (1975) in the development of URT.

Information theory provided the connections from information to uncertainty and uncertainty
to communication that facilitated the development of URT. “Shannon & Weaver’s (1949)
approach stressed the conclusion that information is the number of messages needed to
totally reduce uncertainty” (Heath & Bryant, 2000, p. 145). Individuals have a desire to
reduce uncertainty and they are able to fulfill this need by increasing information. Individuals
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increase information through communication (Shannon & Weaver, 1949). These concepts
are further explored in the examination of information-seeking strategies in URT.

3.5 Uncertainty in the Modern Era

3.5.1 Charles R. Berger: Biography

Charles R. Berger received his B.S. from Pennsylvania State University and his M.A. and
Ph.D. from Michigan State University. After graduation, Berger worked at Illinois State
University at Normal, Northwestern University, and the University of California at Davis,
where he continues to work today as the chair of the Department of Communication.
Berger has been involved with the International Communication Association since the 1970s,
is an active member of the National Communication Association, and belongs to such
professional groups as the American Psychological Society, the Society for Experimental
Social Psychology, the Society for Personality and Social Psychology, and the Iowa Network
for Personal Relationships (“Charles R. Berger”, 2001).

Berger has published on a variety of topics in interpersonal communication including: un-
certainty reduction, strategic interaction, information-seeking, attribution, interpersonal
attraction, social cognition, and apprehension. In the past thirty-five years, Berger has
published approximately forty articles appearing in the Communication Education, Commu-
nication Monographs, Communication Research, Communication Theory, Communication
Quarterly, Communication Yearbook, Educational and Psychological Measurement, Human
Communication Research, Journal of Communication, Journal of Consulting and Clinical
Psychology Journal of Social Issues, Journal of Personality, Personal Relationship Issues,
Speech Monographs, Western Journal of Communication, and the Western Journal of Speech
Communication. Berger has coauthored five books and contributed to over thirty other texts.
In 1982, Berger received the Golden Anniversary Book Award, presented by the Speech
Communication Association, for his text: Language and Social Knowledge.

3.5.2 Richard J. Calabrese: Biography

Richard J. Calabrese received his B.A. from Loyola University, two M.A. degrees from
Bradley University, and his Ph.D. from Northwestern University. Calabrese has taught
at Bradley University, the University of Illinois at Urban, and Bowling Green University.
Calabrese became a professor in communication at Dominican University in River Forest,
Illinois, in 1967, where he continues to work today. Currently, Calabrese is the director of
the Master of Science in Organization Management Program at Dominican University and
also a consultant for organizational communication (“Richard Joseph Calabrese”, 2001).

Calabrese is a member of the International Association of Business Communicators, the
Speech Communication Association, and is involved with the National Communication
Association. Calabrese is the coauthor of Communication and Education Skills for Dietetics
Professionals.
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3.5.3 A Theory of Uncertainty Reduction: “Some explorations in initial
interaction and beyond: Toward a developmental theory of
interpersonal communication” (1975).

In 1971, Berger became an assistant professor of communication at Northwestern University.
During this time, Calabrese studied under Berger, receiving his Ph.D. in 1973. In 1975,
Berger and Calabrese published “Some explorations in initial interaction and beyond: Toward
a developmental theory of interpersonal communication,” which serves as the foundation
of URT. This article inspired a wave of new research examining the role of uncertainty in
communication. Berger and Calabrese (1975) formed URT, also known as initial interaction
theory, to explain the role of communication in reducing uncertainty in initial interactions
and the development of interpersonal relationships.

The theory was developed, like other interpersonal theories before it (Heider, 1958), with
the goal of allowing the communicator the ability to predict and explain initial interactions.
Though Berger and Calabrese did not explore the realm of subsequent interaction, they did
strongly recommend that future research should investigate the application of the framework
of URT to developed relationships. Especially in initial encounters, there exists a high degree
of uncertainty given that a number of possible alternatives exist in the situation (Shannon
& Weaver, 1949). But individuals can use communication to reduce this uncertainty. Berger
and Calabrese (1975) maintained that “communication behavior is one vehicle through
which such predictions and explanations are themselves formulated” (p.101). Individuals
have the ability to decrease uncertainty by establishing predictable patterns of interaction.
Because of this, reducing uncertainty can help foster the development of relationships.

Berger and Calabrese (1975) found that uncertainty was related to seven other communication
and relational-focused concepts: verbal output, nonverbal warmth, information seeking,
self-disclosure, reciprocity, similarity, and liking. From those concepts, the researchers
introduced a collection of axioms, or propositions, supported by past uncertainty research.
Each axiom states a relationship between a communication concept and uncertainty. From
this basis of axioms, the theorists were able to use deductive logic to infer twenty-one
theorems that comprise the theory of uncertainty reduction (West & Turner, 2000). The
procedure used to develop the axioms and theorems was adopted from Blalock (1969). A
complete list of the axioms and theorems of URT is available in Appendix A.

Central to URT is the supposition that in initial interactions, an individual’s primary concern
is to decrease uncertainty and increase predictability regarding the behaviors of the self and
the communicative partner. This idea is based on Heider's (1958) notion that individuals
seek to make sense out of the events he perceives (Berger & Calabrese, 1975). Individuals
must be able to engage in proactive and retroactive strategies to learn how to predict what
will happen and also explain what has already happened.

Heath and Bryant (2000) stated: “Uncertainty-reduction theory is a powerful explanation for
communication because it operates in all contexts to help explain why people communicate
as they do” (p. 271). The impact of Berger and Calabrese (1975) on the field of interpersonal
communication was and continues to be prolific. In the past thirty years, this article has
generated a plethora of research, changing the way that relationships are explored and
analyzed.
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3.5.4 Expansions on Uncertainty Reduction

Although URT was primarily formed to explain behavior in initial interactions, its application
has since been expanded to incorporate all levels of interpersonal relationships. “Uncertainties
are ongoing in relationships, and thus the process of uncertainty reduction is relevant in
developed relationships as well as in initial interactions” (West & Turner, 2000, p. 141). The
following section will examine uncertainty reduction research since its introduction in 1975.

A. Charles Berger

Since its conception, Berger has produced a plethora of research expanding URT to better
fit the dynamic nature of interpersonal relations. Berger (1979) established that three
predeceasing conditions must exist for an individual to reduce uncertainty. These motivations
to reduce uncertainty include: a potential for costs or rewards, deviations from expected
behavior, and the possibility of future interaction.

In 1982, Berger teamed up with James J. Bradac, formerly of University of California at
Santa Barbara (1980-2004), to publish a book devoted to uncertainty reduction research.
Their text, titled Language and Social Knowledge: Uncertainty in Interpersonal Relations,
was also edited by Howard Giles, originator of Communication Accommodation Theory and
also faculty of UCSB. In this text, the authors focused on the function of communication,
and specifically language, as a proponent for reducing uncertainty.

Berger and Bradac (1982) proposed six axioms that built on URT’s original seven axioms
to extend the relationship between uncertainty reduction and language. Through the use
of these axioms the authors specifically examined the role of language as an uncertainty
reducing agent. The authors further arranged uncertainty into two categories: cognitive
uncertainty and behavioural uncertainty (Berger & Bradac, 1982). Cognitive uncertainty
refers to uncertainty associated with beliefs and attitudes. Behavioural uncertainty refers
to uncertainty regarding the possible behaviors in a situation. This categorization helped
researchers identify the origins of uncertainty, which resulted in an increased ability to
address the discomfort produced by uncertainty.

Berger and Bradac were cognitive that URT would be more useful if its influence was extended
to include developed relationships as well as initial interaction. Berger and Bradac (1982)
alleviated this by stating that uncertainty reduction was critical to relational development,
maintenance, and dissolution as well. Berger again related his research to Heider (1958)
by stating that individuals make casual attributions regarding communicative behavior.
As relationships further develop, individuals make retroactive and proactive attributions
regarding a partner’s communication and behavior (Berger & Bradac, 1982).

Berger (1987) highlighted the role of costs and rewards in relationships by stating that
“uncertainty reduction is a necessary condition for the definition of the currency of social
exchange, and it is through communicative activity that uncertainty is reduced” (Berger,
1987, p. 57). Berger (1987) also expanded URT by claiming that three types of information-
seeking strategies are used to reduce uncertainty: passive, active, or interactive strategies.
This is related to the concepts of information theory (Shannon & Weaver, 1949), emphasizing
that increased information results in decreased uncertainty.
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B. Developments from Other Researchers

The latter improvements made by Berger expanded the scope and value of URT. Other
researchers also made contributions to further developments of URT. Since its introduction in
1975, URT has been expanded from a theory of relational development to one also important
in established relationships. The following sections examine the contributions made by
current interpersonal researchers to URT.

William Douglas

William Douglas was a student at Northwestern University while Berger was on faculty.
The two scholars collaborated in their study of uncertainty in 1982, and Douglas continued
in the same vein of research after graduation. Douglas’ research has appeared in major
communication journals including: Communication Monographs, Communication Research,
Human Communication Research, Journal of Broadcasting and Electronic Media, and the
Journal of Personal and Social Relationships. Douglas’ research in uncertainty accounts for
individual differences when examining initial interactions. Much of his research expanded
previous work in initial interaction, examined global uncertainty, self-monitoring, and the
relationship of verbal communication to uncertainty reduction.

Douglas (1987) examined one of the motivations to reduce uncertainty originally posited
in Berger (1979): the anticipation of future interaction. In this study, question-asking
in situations of varying levels of anticipated future interaction was analyzed. Douglas
found that high levels of mutual question-asking occurred when the level of anticipated
future interaction was moderate. This finding suggested that individuals seem to avoid
negative consequences (Douglas, 1987). Douglas (1990) expanded this verbal communication
to uncertainty relationship by discovering that question-asking resulted in uncertainty
reduction which in turn resulted in increased levels of disclosure.

Douglas (1991) defines global uncertainty as “uncertainty about acquaintanceship in general”
(p. 356). In this article, Douglas found that individuals with high global uncertainty are
less likely to engage in question-asking, self-disclosure, and are evaluated as less competent
communicators than individuals with low global uncertainty. Findings also suggested
that high global uncertainty positively correlates to communication apprehension. This
has a negative effect on relational development and can result in low levels of relational
satisfaction.

Uncertainty-Increasing Events

Sally Planalp and James Honeycutt (1985) also made substantial contributions to uncer-
tainty reduction research. Planalp and Honeycutt recognized that communication does not
always function as an uncertainty reducing agent, but can also serve to increase uncertainty
when information conflicts with past knowledge. The authors researched what specific
events lead to increased uncertainty in interpersonal relationships and their effects on both
the individual and the relationship. The results found that uncertainty-increasing events
were very likely to result in relational dissolution or decreased closeness of the relational
partners. This research was very beneficial because it led to better explanations regarding
the role of communication in uncertainty reduction.

Romantic Relationships
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Malcolm Parks and Mara Adelman (1983) sought to expand the breadth of URT to apply
to romantic relationships. Data was collected from individuals in premarital romantic rela-
tionships through questionnaires and telephone interviews. Individuals who communicated
more often with their romantic partner and their partner’s network (family and friends)
perceived greater similarity to their partner. They also received greater support from their
own network (family and friends), and experienced a lower degree of uncertainty (Parks &
Adelman, 1983). These findings support URT’s axioms that greater verbal communication
and similarity serve to decrease uncertainty (Berger & Calabrese, 1975), and also extends
the scope of URT to romantic relationships.

Relational Maintenance

In recent years, studies have begun to link uncertainty reduction to relational maintenance
processes. Dainton and Aylor (2001) connected relational uncertainty positively to jealousy
and negatively to relational maintenance behaviors. These results suggested that individuals
are less likely to engage in relational maintenance when high uncertainty exists in the
relationship.

Cultural Studies

Research conducted by William Gudykunst and Tsukasa Nishida (1984) expanded URT’s
scope to intercultural contexts. Specifically the researchers examined the effects of attitude
similarity, cultural similarity, culture, and self-monitoring on attraction, intent to interrogate,
intent to self-disclose, attributional confidence, and intent to display nonverbal affiliative
behaviors (Gudykunst & Nishida, 1984). Research conducted on individuals of the Japanese
and American cultures found a positive correlation between each of the variables indicating
that uncertainty varies across cultures.

C. Criticisms of URT

Berger (1987) recognized that URT “contains some propositions of dubious validity” (p. 40).
Like many other successful theoretical approaches, Berger and Calabrese’s (1975) theory
of uncertainty reduction has inspired subsequent research that served both as supporting
evidence and in an oppositional role to the theory. These criticisms help to clarify the
underlying principles of the theory and suggest ways for improvement for future research.

Michael Sunnafrank (1986) argued that a motivation to reduce uncertainty is not a primary
concern in initial interactions. His belief was that a “maximization of relational outcomes” (p.
9) was of more significant concern in initial encounters. Sunnafrank argued that the predicted
outcome value (POV) of the interaction had a greater effect on uncertainty. Berger (1986)
combated Sunnafrank’s arguments by acknowledging that outcomes cannot be predicted if
there is no previous history of interaction regarding the behavior of the individuals. Berger
claims that Sunnafrank’s arguments simply expanded URT: that by predicting outcomes
(using POV) individuals are actually reducing their uncertainty (Berger, 1986).

Kathy Kellermann and Rodney Reynolds (1990) also tested the validity of URT. Their
primary concern was axiom three, which related high uncertainty to high information seeking
(see appendix A). Their study of over a thousand students found that a want for knowledge
was a greater indicator than a lack of knowledge for promotion of information-seeking
(Kellermann & Reynolds, 1990). These researchers emphasized that high uncertainty does
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not create enough motivation to result in information-seeking; rather a want for information
must also exist.

Canary and Dainton (2003) explored uncertainty reduction in terms of relational maintenance
across cultural contexts and found that the applicability of URT may not hold to multiple
cultures. Canary and Dainton (2003) focused on the concept of uncertainty avoidance in
cultures stating: “individuals from cultures with a high tolerance for uncertainty are unlikely
to find the experience of uncertainty as a primary motivator for performing relational
maintenance” (p. 314). This leads to a general questioning of validity of URT other cultures.

3.6 Legacy and Influence

Research has found that communication plays a critical role in initial interactions and
relational development. Berger and Calabrese (1975) were the first to investigate the role
of communication in initial interactions with the development of a theory of uncertainty
reduction. Its widespread influence led to its adoption in other relational and communicative
contexts such as small group, mass communication, and computer-mediated communication.

The influence of URT is well noted by others in the field: “Postulates by Berger and Calabrese
prompted more than two decades of research to prove, clarify, and critique uncertainty
reduction’s explanation of how people communicate interpersonally” (Heath & Bryant,
2000, p. 275). Berger and Calabrese (1975) generated additional studies on uncertainty
reduction accomplished by such scholars as Hewes, Planalp, Parks, Adelman, Gudykunst,
Yang, Nishida, Douglas, Kellerman, Hammer, Rutherford, Honeycutt, Sunnafrank, Capella,
Werner, and Baxter. URT has withstood the test of time, proving itself as a heuristic theory
with utility that increases with subsequent research.

3.7 Appendix A: Axioms and Theorems of Uncertainty
Reduction Theory

3.7.1 Axioms of Uncertainty Reduction Theory

1. Given the high level of uncertainty present at the onset of the entry phase, as the
amount of verbal communication between strangers increases, the level of uncertainty
for each interactant in the relationship will decrease. As uncertainty is further reduced,
the amount of verbal communication will increase.

2. As nonverbal affiliative expressiveness increases, uncertainty levels will decrease in
an initial interaction situation. In addition, decreases in uncertainty level will cause
increases in nonverbal affiliative expressiveness.

3. High levels of uncertainty cause increases in information seeking behavior. As uncer-
tainty levels decline, information seeking behavior decreases.

4. High levels of uncertainty in a relationship cause decreases in the intimacy level of
communication content. Low levels of uncertainty produce high levels of intimacy.

5. High levels of uncertainty produce high rates of reciprocity. Low levels of uncertainty
produce low reciprocity rates.
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6. Similarities between persons reduce uncertainty, while dissimilarities produce increases
in uncertainty.

7. Increases in uncertainty level produce decreases in liking; decreases in uncertainty level
produce increases in liking.

3.7.2 Theorems of Uncertainty Reduction Theory

1. Amount of verbal communication and nonverbal affiliative expressiveness are positively
related.

2. Amount of communication and intimacy level of communication are positively related.
3. Amount of communication and information seeking behavior are inversely related.
4. Amount of communication and reciprocity rate are inversely related.
5. Amount of communication and liking are positively related.
6. Amount of communication and similarity are positively related.
7. Nonverbal affiliative expressiveness and intimacy level of communication content are

positively related.
8. Nonverbal affiliative expressiveness and information seeking are inversely related.
9. Nonverbal affiliative expressiveness and reciprocity rate are inversely related.
10. Nonverbal affiliative expressiveness and liking are positively related.
11. Nonverbal affiliative expressiveness and similarity are positively related.
12. Intimacy level of communication content and information seeking are inversely related.
13. Intimacy level of communication content and reciprocity rate are inversely related.
14. Intimacy level of communication content and liking are positively related.
15. Intimacy level of communication content and similarity are positively related.
16. Information seeking and reciprocity rate are positively related.
17. Information seeking and liking are negatively related.
18. Information seeking and similarity are negatively related.
19. Reciprocity rate and liking are negatively related.
20. Reciprocity rate and similarity are negatively related.
21. Similarity and liking are positively related.
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4 Propaganda and the Public

Around the time of World War One and Two, Communication research largely focused on
the influence of propaganda1. One question that researchers sought to answer was: how
can communication be utilized to create behavioral changes? Governments felt that if they
were to function efficiently, they could only do so with the coordinated cooperation of their
citizens. Through the use of propaganda, governments could ensure that a nation functioned
to meet its goals, but could also lead to crushing individuals' ability to shape their own lives
and their own consciousness. Research into this area greatly expanded mass communication
research in the twentieth century.

This chapter approaches the question of propaganda, from the perspective of someone that
many have called one of the "fathers of communication," Walter Lippmann2.

4.1 Early Experiences of Walter Lippmann (1889-1974)

Walter Lippmann was born in 1889 and spent much of his youth exploring arts such as
painting and music, travelling to Europe, and acquiring a particular interest in reading, all
due to his family’s secure economic status (Weingast, 1949). By the time he entered Harvard
in the fall of 1906, Lippmann had been exposed to a wide array of ideas and had been well
prepared for the challenging work that lay ahead of him at school. It was at Harvard that
the first influences on Lippmann’s work and theoretical approach first appeared.

Lippmann was influenced by the social thinkers of the time such as George Santayana,
William James, and Graham Wallas. It is impossible to understand Lippmann's own thought
without some grounding in the perspectives popular at Harvard and elsewhere. He was
influenced by the move toward an American pragmatic approach3, as well as socialist thinkers
of the time.

4.2 Predecessors of Walter Lippmann

4.2.1 William James (1842-1910)

Many consider William James to be one of the most prominent influences on Lippmann
while at Harvard (Weingast, 1949; Steel, 1999). The two scholars first met when Lippmann
published an article in the Illustrated, a Harvard campus magazine. Lippmann's article,

1 http://en.wikipedia.org/wiki/Propaganda
2 http://en.wikipedia.org/wiki/Walter%20Lippmann
3 http://en.wikipedia.org/wiki/Pragmatism
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written as a response to a book of Barrett Wendell's, was a commentary on social justice
and the plight of the common man. James was intrigued by Lippmann's article and
surprised Lippmann by approaching him. The two became friends, and Lippmann's regular
conversations with James profoundly influenced his future work.

William James is perhaps best known for his theories of pragmatism. James (1907) defines the
pragmatic method as, "The attitude of looking away from first things, principles, 'categories,'
supposed necessities; and of looking toward last things, fruits, consequences, fact" (p. 29).
He showed how pragmatism is related to truth, and truth is that which can be verified.
"True ideas are those that we can assimilate, validate, corroborate, and verify" (James, 1907,
p. 88). In this way, James (1907) suggested that the understanding of the world is based
on enduring, significant perceptions of the effects of the objects that surround individuals.
Although Lippmann strayed from the practice of pragmatism in his own work, there were
ideas that he took from James' theories and applied to his own life. Steel (1999) claims
that one of these ideas was that of meliorism, or the idea that "things could be improved,
but never perfected" (p. 18). Another is practicality, or the idea that "men had to make
decisions without worrying about whether they were perfect" (Steel, 1999, p. 18).

The themes of meliorism and practicality are indeed evident in Lippmann’s thought and
writing. Throughout many years of writing, Lippmann's opinions on the issues of the public
and their relationship to government tended to waver. For example, according to Weingast
(1949), Lippmann initially supported the idea that government intervention in the economy
was necessary, specifically through the provision of public projects to support employment
during times of economic hardship. However, when Franklin D. Roosevelt presented his New
Deal4, which included more government intervention in the public arena, Lippmann did not
support the program (Weingast, 1949). Lippmann (1936) wavered in his views on socialism
as well.

It is doubtful that his constant changes of opinion were purposeful; rather they served as
evidence of James' influence on Lippmann's work. By accepting the ideas of meliorism
and practicality, it could potentially mean that one is always striving to find the next
best solution; that when one theory fails, another can be developed to take its place. By
questioning himself and his beliefs, Lippmann was advancing his own theories and finding
new ways of understanding his surroundings.

4.2.2 George Santayana (1863-1952)

Santayana was a philosopher at Harvard who also influenced the work of Lippmann. San-
tayana’s theories revolved around the idea of the essence of objects, which Munson (1962)
defined as the "datum of intuition" (p. 8). Santayana was interested in uncovering the various
essences that made up human life: those values which could be uncovered and then tied to
human experience (Steel, 1999). This outlook is a sharp contrast to the theories of James,
which Lippmann had already been exposed to. Steel (1999) explained that while James
focused on the idea of moral relativism5, or the ability to create truth from observation,

4 http://en.wikipedia.org/wiki/New%20Deal
5 http://en.wikipedia.org/wiki/Moral%20relativism
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Santayana was focusing on the "search for absolute moral values that could be reconciled
with human experience" (p. 21).

Santayana’s influence on Lippmann is evident in his later work. Tied to Santayana’s ideas
of the "essence" of humanity and life, were his ideas that democracy could result in a
tyranny of the majority (Steel, 1999, p. 21). This idea is easily related to Lippmann's later
writings in Phantom Public (1925). Phantom Public examines the American public within a
democratic system. Lippmann (1925) expresses his ideas that the majority of the American
public is uneducated in public issues, easily manipulated into siding with the majority, and
therefore, plays a very limited role in the democratic process. In relation to democracy,
Lippmann states, "Thus the voter identified himself with the officials. He tried to think
that their thoughts were his thoughts, that their deeds were his deeds, and even in some
mysterious way they were a part of him. . . .It prevented democracy from arriving at a clear
idea of its own limits and attainable ends" (p. 148). Lippmann (1925) shows that within a
democratic system the majority is actually suppressed by the minority opinion. It is this
overwhelming suppression of the public opinion within a democratic system that seems to
represent Santayana’s influence on Lippmann. If Santanyana argued that democracy would
result in a tyranny of the majority, Lippmann (1925) supported this idea by showing that
public opinion caused little influence on a democratic system that was actually controlled
by the educated elite.

4.2.3 Graham Wallas (1858-1952)

Graham Wallas, a founder of the Fabian Society6, was another predecessor to Lippmann’s
work (Steel, 1999). Wallas is perhaps best known for his work Human Nature in Politics
(1981). The political views expressed in this book helped to shape Lippmann’s later thoughts
about the relationship between the public and its environment.

Wallas (1981) expresses his thoughts on the public’s understanding of their surroundings.
He states that the universe presents the public with, "an unending stream of sensations and
memories, every one of which is different from every other, and before which, unless we
can select and recognize and simplify, we must stand helpless and unable to either act or
think. Man has therefore to create entities that shall be the material of his reasoning" (p.
134). In this way, Wallas was showing that the public is incapable of understanding their
environment; the stimuli that they are presented with are too numerous to gain a well-versed
understanding. Steel (1999) claims that this idea was one of Wallas’ greatest influences on
the future work of Lippmann, particularly in Public Opinion (1922). In this work, Lippmann
(1922) expanded upon Wallas’ original ideas about the relationship between the public and
their environment, and was able to show that the public was not able to take in all of the
knowledge from their environment that would truly be needed to affect their governance.

Aside from inspiring Lippmann to examine the relationship between the public and the
environment, Wallas can also be credited with influencing Lippmann to break his ties with
the Socialist school of thought (Steel, 1999). Until his interactions with Wallas, Lippmann
had held strong socialist beliefs, based not only upon his experiences at school, but also
upon the writings of Karl Marx.

6 http://en.wikipedia.org/wiki/Fabian%20Society
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4.2.4 Karl Marx (1818-1883)

Karl Marx was particularly concerned with explaining the class struggles that existed in
society (Rogers, 1994). His most well-known works were Das Kapital (Capital) and The
Communist Manifesto. Through these works, Marx explained his theories about the struggle
of the working class, their alienation from their work, and their need to rebel against the
elite in order to take ownership for their actions and gain power (Rogers, 1994). Marxism7

explained the way that economic forces create changes in society, and the need for the
creation of a communist system to restore equality to that system (Rogers, 1994).

While at Harvard, Lippmann read Marx’s ideas on communism, and chose to support the
ideology of socialism8 (Steel, 1999). Lippmann also joined the Fabians while at school.
They were a group which urged for the empowering of the middle-classes, rather than the
over-throwing of the elite, in order to create social equality (Steel, 1999). Unlike Marxists,
however, the Fabians still believed in the presence of an intellectual elite (Steel, 1970). This
theme is present in Lippmann’s Phantom Public (1925). In this piece of literature, Lippmann
(1925) explains that society is truly dominated by an intellectual elite, even when they might
think that they are following a system of majority rule. ". . . it is hard to say whether a man
is acting executively on his opinions or merely acting to influence the opinion of someone
else, who is acting executively" ( Lippmann, 1925, p. 110).

Marx also claimed that mass media is used as a tool by the elite social classes to control
society (Rogers, 1994). This theme is evident in Lippmann’s Public Opinion (1922), which
explained that it was the mass media who determined what information the public could
access, and how the limitation of such access could in turn, shape public opinion.

The remnants of Marxism are present in Lippmann’s later works, such as Public Opinion
and Phantom Public. By 1914, Lippmann was no longer a supporter of the implementation
of socialism on a large scale (Steel, 1999). With his publication of Drift and Mastery (1914),
Lippmann denounced the use of socialism (Steel, 1999). Furthermore, his publication of
Good Society (1936) was essentially a criticism of the very theories of socialism that he
had once supported. By this point, Lippmann (1936) recognized the error in the socialist
theories; the fact that even by putting an end to private ownership and developing collective
property, people still may not know how to properly distribute resources without exploitation.
Lippman (1936) claims "This is the crucial point in the socialist argument: the whole hope
that exploitation, acquisitiveness, social antagonism, will disappear rests upon confidence
in the miraculous effect of the transfer of titles" (p. 72). Lippmann’s wavering views on
socialism are important. They clearly affect how Lippmann sees the relation between man,
his environment, and his government. These themes will be prevalent in Lippmann’s theories,
as he explains how and why the public is subject to manipulation.

4.2.5 Sigmund Freud (1856-1939)

Aside from his reading of Karl Marx, Lippmann was also influenced by the readings of other
academics. Of particular importance to the work of the propaganda/mass communication

7 http://en.wikipedia.org/wiki/Marxism
8 http://en.wikipedia.org/wiki/Socialism
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theorists in general was the work of Sigmund Freud. Freud’s influence can be seen not only
in the work of Lippmann, but also in the work of Lippmann’s contemporaries.

Sigmund Freud was initially trained as a medical doctor and later founded psychoanalytic
theory9 (Rogers, 1994). Of particular importance to psychoanalytic theory was the under-
standing of an individual’s mind. According to Rogers (1994), Freud was able to divide
the human consciousness into three states; the conscious, preconscious, and unconscious.
The conscious consists of those things which we know about ourselves, the preconscious
consists of those things which we could pay conscious attention to if we so desired, and the
unconscious consists of those things which we do not understand or know about ourselves
(Rogers, 1994). From these three levels of individual analysis, Freud attempted to understand
human behavior. Both Freud’s general theories of psychoanalysis, as well as one of Freud’s
writings in particular, The Interpretation of Dreams, came to be of particular importance to
the propaganda theorists.

The Interpretation of Dreams dealt with the idea that dreams are a form of wish fulfillment;
they represent a desire of the unconscious that can be achieved during sleep through the
creation of a dream to fulfill a need (Levin, 1929). Lippmann applied this idea to his work
in Public Opinion (1922). In Public Opinion, Lippmann (1922) stressed the idea of “The
World Outside and the Pictures in Our Heads” (p. 3). This concept involves the idea that a
person’s perceptions of an event or situation may not match what is actually happening
in their environment (Lippman, 1922). This idea was influenced by The Interpretation of
Dreams, in that Lippmann used this book to develop his idea of a “pseudo-environment”
that existed in the minds of individuals (Rogers, 1994, p. 234).

Bernays' (1928) understanding of human motives was also based on the study of Freud’s
work. Bernays was Freud's nephew, and at various times in his life the American travelled
to Vienna to visit with his uncle. Bernays had a special interest in adopting psychoanalytic
theory into his public relations work, and this influenced his thinking in relation to public
opinion. In Propaganda, Bernays (1928) claims it is the Freudian school of thought that
recognized "man's thoughts and actions are compensatory substitutes for desires which he
has been obliged to suppress" (p. 52). Bernays (1928) goes on to show that propagandists
cannot merely accept the reasons that men give for their behavior. If they are truly hiding
their real motives, as Freud suggests, then "the successful propagandist must understand
the true motives and not be content to accept the reasons which men give for what they do"
(Bernays, 1928, p. 52). By getting to the root of a man’s wants and needs, Bernays suggests
that propaganda can become more effective and influential.

Overall, Freud’s theories were a strong guiding framework for understanding individuals. By
helping theorists such as Lasswell, Lippmann, Bernays, and Ellul to understand individuals,
Freud was also helping them to understand the public that they aimed to manipulate.

4.3 The Theories of Walter Lippmann

While at Harvard, Lippmann had first-hand exposure to the theories of William James,
George Santayana, and Graham Wallas. He had also read the works of Sigmund Freud and

9 http://en.wikipedia.org/wiki/Psychoanalytic%20theory
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Karl Marx. While some applications of Lippmann’s predecessors’ ideas to his research have
already been discussed, it is important to examine the overall theories of Walter Lippmann.

Following his time at Harvard, Lippmann decided to pursue a career in journalism. He
had focused on the study of Philosophy at Harvard. By 1910 he had dropped out of their
graduate program and was ready to pursue a career (Steel, 1999). Lippmann started his
career by working for Lincoln Steffens, writing primarily about socialism and issues on Wall
Street (Rogers, 1994). Following his time with Steffens, Lippmann began work on an elite
intellectual magazine known as the New Republic (Rogers, 1994). Lippmann worked on New
Republic for nine years, and as his time there came to an end, he began to publish his most
prominent pieces of literature (Rogers, 1994).

4.4 Public Opinion

Public Opinion (1922) is perhaps Lippmann’s most well-known work. It was in this piece
that Lippmann first began to develop and explain his theories on the formation of public
opinion. Lippmann (1922) begins this book by describing a situation in 1914, where a
number of Germans, Frenchmen, and Englishmen were trapped on an island. They have no
access to media of any kind, except for once every sixty days when the mail comes, alerting
them to situations in the real world. Lippmann explains that these people lived in peace on
the island, treating each other as friends, when in actuality the war had broken out and
they were enemies (Lippmann, 1922).

The purpose of the above anecdote is to develop the idea of "The World Outside and the
Pictures in Our Heads" (Lippmann, 1922, p. 3). Throughout Public Opinion, Lippmann
(1922) explains the way that our individual opinions can differ from those that are expressed
in the outside world. He develops the idea of propaganda, claiming that "In order to conduct
propaganda, there must be some barrier between the public and the event" (Lippmann,
1922, p. 28). With this separation, there is the ability of the media to manipulate events
or present limited information to the public. This information may not match the public’s
perception of the event. In this way, Lippmann was essentially presenting some of the first
views on the mass communication concepts of gatekeeping and agenda-setting, by showing
the media’s power to limit public access to information.

Lippmann (1922) showed how individuals use tools such as stereotypes to form their opinions.
“In putting together our public opinions, not only do we have to picture more space than we
can see with our eyes, and more time than we can feel, but we have to describe and judge
more people, more actions, more things than we can ever count, or vividly imagine. . .We
have to pick our samples, and treat them as typical” (Lippmann, 1922, p. 95). Lippmann
shows that the public is left with these stereotypical judgments until the media presents
limited information to change their perception of an event. Rogers (1994) claims that in
this way, Lippmann was showing us that "...the pseudo-environment that is conveyed to us
by the media is the result of a high degree of gatekeeping in the news process" (p. 237).
Lippmann recognized that the media was altering the flow of information, by limiting the
media content that was presented to the public. Furthermore, Lippmann presents the idea
of agenda-setting, as he recognizes that the mass media is the link between individual
perceptions of a world, and the world that actually exists (Rogers, 1994).
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4.5 Phantom Public

Phantom Public (1925) focused on describing the characteristics of the public itself. Lippmann
(1925) used this book to show the public’s inability to have vast knowledge about their
environment, and therefore, to show their failure to truly support a position. Lippmann
(1925) gives a harsh view of the general public, stating, "The individual man does not have
opinions on public affairs... I cannot imagine how he could know, and there is not the least
reason for thinking, as mystical democrats have thought, that the compounding of individual
ignorances in masses of people can produce a continuous directing force in public affairs" (p.
39). This book seemed to show that democracy was not truly run by the public, but rather,
was being controlled by an educated elite. The public could not be truly well informed, so
they were easily convinced to side with an educated minority, while convincing themselves
that they were actually in a system of majority rule. Lippmann (1925) claims that the book
aimed to "...bring the theory of democracy into somewhat truer alignment with the nature of
public opinion... It has seemed to me that the public had a function and must have methods
of its own in controversies, qualitatively different from those of the executive men" (p. 197).

4.6 Other Writings

Lippmann also published a number of other books that dealt primarily with his political
thoughts regarding the public. These included A Preface to Politics (1913) and Good Society
(1936). While these works are important toward understanding Lippmann’s thoughts on the
relation of the public to their government, Public Opinion and Phantom Public held most of
Lippmann’s theories that were relevant to mass communication research.

4.7 Future Career Path

Aside from his major works of literature, Lippmann was perhaps best known for his "Today
and Tomorrow" column, which he began publishing in 1931 in the New York Herald Tribune
(Weingast, 1949). This column gave Lippmann complete freedom of expression, and the ability
to write about such topics as history, government, economics, and philosophy (Weingast,
1949). Although the column tended to appeal to a limited American audience, it dealt with
a wide variety of important issues. Weingast (1949) estimates that only 40% of American
adults could understand Lippmann’s column, and only 24% could be considered regular
readers of the column (p. 30). However, it is this column that still must be recognized for
helping Lippmann’s ideas to gain popularity.

Lippmann’s various works led him to a great many opportunities to work with important
figures in history. In 1918, he was given the ability to assist President Woodrow Wilson in
writing the Fourteen Points, which helped to restore peace after World War One (Rogers,
1994). Of more importance to communication studies, Lippmann was also given the
opportunity to publish and present propaganda in Europe to support the acceptance of the
Fourteen Points on an international scale (Steel, 1999). It is through this work that some of
Lippmann’s ties to Harold Lasswell can be observed.
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4.8 Other Propaganda Theorists

4.8.1 Harold Lasswell (1902-1978)

As Lippmann was writing propaganda, Harold Lasswell was undertaking empirical analyses
of propaganda. In fact, much of the propaganda that Lasswell was examining was actually
being written by Lippmann himself (Rogers, 1994).

Harold Lasswell (1902-1978) was a prominent scholar in the area of propaganda research.
He focused on conducting both quantitative and qualitative analyses of propaganda, un-
derstanding the content of propaganda, and discovering the effect of propaganda on the
mass audience (Rogers, 1994). Lasswell is credited with creating the mass communication
procedure of content analysis (Rogers, 1994). Generally, content analysis can be defined
as, "...the investigation of communication messages by categorizing message content into
classifications in order to measure certain variables" (Rogers, 1994). In an essay entitled
"Contents of Communication," Lasswell (1946) explains that a content analysis should take
into account the frequency with which certain symbols appear in a message, the direction in
which the symbols try to persuade the audience’s opinion, and the intensity of the symbols
used. By understanding the content of the message, Lasswell (1946) aims to achieve the
goal of understanding the "stream of influence that runs from control to content and from
content to audience" (p. 74).

This method of content analysis is tied strongly to Lasswell's (1953) early definition of
communication which stated, "Who says what in which channel to whom and with what
effects" (p. 84). Content analysis was essentially the 'says what' part of this definition, and
Lasswell went on to do a lot of work within this area during the remainder of his career.

Lasswell's most well-known content analyses were an examination of the propaganda content
during World War One and Two. In Propaganda Technique in the World War, Lasswell
(1938) examined propaganda techniques through a content analysis, and came to some
striking conclusions. Lasswell (1938) was similar to Ellul, in that he showed that the content
of war propaganda had to be pervasive in all aspects of the citizen’s life in order to be
effective. Furthermore, Lasswell (1938) showed that as more people were reached by this
propaganda, the war effort would become more effective. "...[T]he active propagandist is
certain to have willing help from everybody, with an axe to grind in transforming the
War into a march toward whatever sort of promised land happens to appeal to the group
concerned. The more of these sub-groups he can fire for the War, the more powerful will be
the united devotion of the people to the cause of the country, and to the humiliation of the
enemy" (Lasswell, 1938, p. 76).

Aside from understanding the content of propaganda, Lasswell was also interested in how
propaganda could shape public opinion. This dealt primarily with understanding the effects
of the media. Lasswell was particularly interested in examining the effects of the media in
creating public opinion within a democratic system. In Democracy Through Public Opinion,
Lasswell (1941) examines the effects of propaganda on public opinion, and the effects of
public opinion on democracy. Lasswell (1941) claims, “Democratic government acts upon
public opinion and public opinion acts openly upon government” (p. 15). Affecting this
relationship is the existence of propaganda. Due to this propaganda, “General suspiciousness
is directed against all sources of information. Citizens may convince themselves that it is
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hopeless to get the truth about public affairs” (Lasswell, 1941, p. 40). In this way, Lasswell
has created a cycle, whereby the public is limited in the information that is presented
to them, and also apprehensive to accept it. However, it is still that information that is
affecting their decisions within the democratic system, and is being presented to them by the
government. This is an interesting way of viewing the power of the media that is somewhat
similar to Lippmann’s theories.

4.8.2 Edward Bernays (1891-1995)

At approximately the same time that Lippmann and Lasswell were examining public opinion
and propaganda, Edward Bernays (1891-1995) was examining public relations, propaganda,
and public opinion. Bernays (1928) defines propaganda as, "a consistent, enduring effort to
create or shape events to influence the relations of a public to an enterprise, idea, or group"
(p. 25). Contrary to other propaganda theorists, Bernays recognizes that propaganda can
be either beneficial or harmful to the public. It can help individuals decide what to think
about or alter the opinions of individuals, but this may actually be beneficial to society’s
functioning as a whole. Bernays states, “We are governed, our minds are molded, our tastes
formed, our ideas suggested, largely by men we have never heard of... Vast numbers of
human beings must cooperate in this manner if they are to live together as a smoothly
functioning society" (p. 9).

Based on these ideas that the public opinion can be modified, and that such shaping is a
necessary part of society, Bernays pursued his work in the field of public relations. "Public
relations is the attempt, by information, persuasion, and adjustment, to engineer public
support for an activity, cause, movement, or institution" (Bernays, 1955, p. 3). In The
Engineering of Consent, Bernays (1955) lays out the framework for understanding the
public and developing a public relations campaign. Bernays (1955) claims that the key to
a successful public relations campaign is adjustment of the campaign to the attitudes of
various groups in society, gathering information to effectively express an idea, and finally,
utilizing persuasion to influence the public opinion in the intended direction.

Bernays’ theories represent a step forward for mass communication theory. They move
away from more typical presentations of “hit-or-miss propaganda,” and move toward a
deeper understanding of the public, and the necessity of attention-generating propaganda in
influencing public opinion (Bernays, 1955, p.22). Bernays (1955) himself made a statement
regarding his phrase, “the engineering of consent.” He said, “Engineering implies planning.
And it is careful planning more than anything else that distinguishes modern public relations
from old-time hit or miss publicity and propaganda” (Bernays, 1955, p.22). Furthermore,
Bernays’ theories also represent a different view of the formation of public opinion. In
opposition to Lippmann, who views the public as being easily manipulated, Bernays cautions
against this. He claims, “The public is not an amorphous mass which can be molded at
will or dictated to” (Bernays, 1928, p. 66). Instead, Bernays (1928) offers the idea that in
attempting to influence the public, a business must “. . . study what terms the partnership
can be made amicable and mutually beneficial. It must explain itself, its aims, its objectives,
to the public in terms which the public can understand and is willing to accept” (p. 66).

Bernays elaborates on these ideas in Public Relations (1952). Rather than merely attempting
to manipulate the public through propaganda, Bernays presents public relations as a tool that
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can be used to combine the ideas of the public and the persuader. “The objective-minded
public relations man helps his client adjust to the contemporary situation, or helps the
public adjust to it” (Bernays, 1952, p. 9). Bernays view of the public is softer than that of
Lippmann, as he recognizes the power of society, but still also claims that manipulation of
the public is possible. Bernays (1952) writes of the benefits of public relations, “To citizens
in general, public relations is important because it helps them to understand the society of
which we are all a part, to know and evaluate the viewpoint of others, to exert leadership
in modifying conditions that affects us, to evaluate efforts being made by others, and to
persuade or suggest courses of action” (p. 10). Under this framework, while manipulation of
the public is still possible, it is not in such blatant ignorance of the public opinion. Theorists
such as Lippmann and Ellul tended to disagree with this point.

4.8.3 Jacques Ellul (1912 – 1994)

Jacques Ellul’s (1912-1994) theories on propaganda took a different view of the formation of
public opinion. Ellul (1965) shows that propaganda is actually a specific technique, which
is both needed by the public, and by those who create the propaganda in the first place.
In Propaganda: The Formation of Men’s Attitudes, Ellul (1965) defines propaganda as, "a
set of methods employed by an organized group that wants to bring about the active or
passive participation in its actions of a mass of individuals, psychologically unified through
psychological manipulations and incorporated into a system" (p. 61). In contrast to the
other theorists examined in this chapter, Ellul tends to view propaganda as a necessary,
but all-encompassing, activity. It is not something to be presented to the public in a single
instance, but rather, must become a consistent part of every aspect of the public's life.

In The Technological Society, Ellul (1964) categorizes propaganda as a form of human
technique. In general, he considers the term "technique," to be referring to the methods
that people use to obtain their desired results (Ellul, 1964). Specifically, he claims that
human technique examines those techniques in which "man himself becomes the object of
the technique" (Ellul, 1964, p. 22). In this scenario, man is the "object," as he is constantly
being exposed to, and pressured by, various presentations of propaganda. Ellul (1964) goes
on to say, "Techniques have taught the organizers how to force him into the game... The
intensive use of propaganda destroys the citizen's faculty of discernment" (p. 276).

While The Technological Society focuses on the methods used to create a technique, such as
propaganda, Propaganda: The Formation of Men's Attitudes (1965) focuses on the specific
relationship between propaganda and the manipulation of public opinion. As with Lippmann,
Ellul understands the lack of knowledge that the general public holds for use in forming
public opinion. Ellul (1965) comments on the use of stereotypes and symbols in propaganda,
as did Lippmann in Public Opinion (1922). Ellul (1965) states, "The more stereotypes in
a culture, the easier it is to form public opinion, and the more an individual participates
in that culture, the more susceptible he becomes to the manipulation of these symbols" (p.
111).

Both Ellul and Lippmann recognize the inability of the public to form educated opinions as
a whole. However, while Lippmann chose to focus on the idea that we should accept the
fact that it is truly an educated elite that is controlling our opinions, Ellul chose to focus on
the fact that the public actually has a need for propaganda. Ellul contests the idea that the
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public is merely a victim of propaganda. Rather, he states that, "The propagandee is by no
means just an innocent victim. He provokes the psychological action of propaganda, and
not merely lends himself to it, but even derives satisfaction from it. Without this previous,
implicit consent, without this need for propaganda experienced by practically every citizen
of the technological age, propaganda could not spread" (Ellul, 1965, p. 121).

Through his theories in The Technological Society and Propaganda: The Formation of Men's
Attitudes, Ellul tends to give the media and society’s elite (the creators of propaganda) a lot
of power in shaping public opinion. While Bernays recognized the importance of making
propaganda appeal to the needs of the public, Ellul claims that the public's need is simply
for propaganda in the first place.

4.9 Recent Mass Communication Theorists

Based on the traditional theories of Lippmann, Lasswell, Bernays, and Ellul, more recent
studies have been able to be conducted on the use of propaganda in creating public opinion.
Lippmann (1922) was essentially the first theorist to develop the idea of the agenda-setting
function of the media. By 1972, McCombs and Shaw had set out to study this phenomenon
in their work “The Agenda-Setting Function of Mass Media.” This study examined the
1968 presidential campaign, by asking undecided voters to identify the key issues of the
presidential campaign, and then comparing those ideas to the issues that were being presented
by the mass media at the time (McCombs & Shaw, 1972). McCombs and Shaw (1972)
found that there was a +0.967 correlation between voter judgment of important issues, and
media presentation of those issues. McCombs and Shaw used this information to further
Lippmann’s ideas that the mass media did indeed set the agenda for what the public should
think about.

Iyengar and Kinder (1982) expanded on Lippmann’s theories as well, by putting the idea
of agenda-setting and priming to the test. They created experimental situations, in which
subjects were exposed to news broadcasts that emphasized particular events. The results of
this study both supported and expanded upon Lippmann’s initial theories. "Our experiments
decisively sustain Lippmann’s suspicion that media provide compelling descriptions of a
public world that people cannot directly experience" (Iyengar & Kinder, 1982, p. 855).
Iyengar and Kinder (1982) found that those news items that received the most attention,
were the news items that people found to be the most significant. Furthermore, Iyengar and
Kinder (1982) also found evidence of a priming effect, in that those events that received the
most attention by a news broadcast, also weighed the most heavily on evaluations of the
president at a later time.

Lippmann’s (1922) theories in Public Opinion also touched on the idea of a gatekeeper in the
media process. By 1951, Kurt Lewin had expanded on this idea, by showing that people can
manipulate and control the flow of information that reaches others (Rogers, 1994). Based
on the ideas of both Lewin and Lippmann, White (1950) undertook an examination of the
role of a gatekeeper in the realm of mass media. In The “Gatekeeper”: A Case Study In
the Selection of News, White (1950) examined the role of a wire editor in a newspaper. He
found strong evidence that there was a gatekeeping role at work within the mass media, as
this editor rejected nine-tenths of the articles that he received, based primarily on whether
he considered the event to be “newsworthy,” and whether he had another article on the
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same topic that he liked better. His results were important, as they showed the subjective
judgments that an individual can exert in releasing limited information to the public.

4.10 Conclusion: The Importance of These Theories

The theories developed by Lippmann, Lasswell, Ellul, and Bernays are important for a
number of reasons. Based on the ideas of his predecessors, Lippmann was able to bring
attention to the fact that the public is able to be influenced by the media. The work of
Lippmann and his colleagues has led to more recent research that is meant to help understand
the influence of the media on the public. Through the work Iyengar and Kinder, White,
Lewin, and McCombs and Shaw, a more comprehensive understanding of the media has
been developed. The public has now been made aware various media functions such as
agenda-setting, gatekeeping, and priming, and the potential effects that these techniques
can have on their audiences.

The theories presented in this paper have tied heavily to both the direct effects and limited
effects media models. Theorists such as Ellul tended to side heavily with the direct effects
model, whereby propaganda could directly influence the thought of the masses. Meanwhile,
theorists such as Lippmann also noted that the media might not be influencing only thought,
but may also be influencing what people thought about. It was this line of thinking that
resulted in a starting point for future research in the area of the limited effects of the media.
Such limited effects were shown through the work of Iyengar and Kinder, as well as McCombs
and Shaw.

Overall, the research of the scholars discussed in this paper has been very important to the
understanding of the media, the manipulation of the public, and the formation of public
opinion. While the theories of Lippmann, Lasswell, Bernays, and Ellul were formed years
ago, they continue to help us understand the society that surrounds us today.
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5 Uses and Gratifications

5.1 Introduction

Uses and gratifications approach is an influential tradition in media research. The original
conception of the approach was based on the research for explaining the great appeal of
certain media contents. The core question of such research is: Why do people use media and
what do they use them for? (McQuail, 1983). There exists a basic idea in this approach:
audience members know media content, and which media they can use to meet their needs.

In the mass communication process, uses and gratifications approach puts the function
of linking need gratifications and media choice clearly on the side of audience members.
It suggests that people’s needs influence what media they would choose, how they use
certain media and what gratifications the media give them. This approach differs from
other theoretical perspectives in that it regards audiences as active media users as opposed
to passive receivers of information. In contrast to traditional media effects theories which
focus on “what media do to people” and assume audiences are homogeneous, uses and
gratifications approach is more concerned with “what people do with media” (Katz, 1959). It
allows audiences personal needs to use media and responds to the media, which determined
by their social and psychological background.

Uses and gratifications approach also postulates that the media compete with other infor-
mation sources for audience’s need satisfaction (Katz et al., 1974a). As traditional mass
media and new media continue to provide people with a wide range of media platforms
and content, it is considered one of the most appropriate perspectives for investigating why
audiences choose to be exposed to different media channels (LaRose et al., 2001).

The approach emphasizes audiences’ choice by assessing their reasons for using a certain
media to the disregard of others, as well as the various gratifications obtained from the
media, based on individual social and psychological requirements (Severin & Tankard,
1997). As a broader perspective among communication researches, it provides a framework
for understanding the processes by which media participants seek information or content
selectively, commensurate with their needs and interests (Katz et al., 1974a). Audience
members then incorporate the content to fulfill their needs or to satisfy their interests
(Lowery & Nabila, 1983).

This is Uses and Gratifications.

5.2 Origin and History

It is well accepted that communication theories have developed through the realms of
psychology and sociology over the past 100 years. With illumed by valuable ideas as well as
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exploring more untilled fields in these two disciplines, researchers elicit a series of higher
conceptions of understanding media. As a sub-tradition of media effects research, uses and
gratifications approach is suggested to be originally stemmed from a functionalist paradigm
in the social sciences (Blumler & Katz, 1974).

To some extent, however, functional theory on communication agrees with media’s effects
towards people. For example, a model often used in the theory, the Hypodermic Syringe
model, discusses that “the mass media have a direct, immediate and influential effect upon
audiences by ‘injecting’ information into the consciousness of the masses” (Watson & Hill
1997, p. 105). Functional theory influenced studies on communication from the 1920s to
the 1940s. After that, a shift which rediscovered the relationship between media and people
occurred and led to establishment of uses and gratifications approach.

The exploration of gratifications that motivate people to be attracted to certain media is
almost as old as empirical mass communication research itself (McQuail, 1983). Dating
back to the 1940s, researchers became interested in the reasons for viewing different radio
programmes, such as soap operas and quizzes, as well as daily newspaper (Lazrsfeld &
Stanton, 1944, 1949; Herzog, 1944; Warner & Henry, 1948; etc.). In these studies, researchers
discovered a list of functions served either by some specific content or by the medium itself
(Katz et al., 1974b). For instance, radio soap operas were found to satisfy their listeners
with advice, support, or occasions for emotional release (Herzog, 1944; Warner and Henry,
1948); rather than just offering information, newspaper was also discovered to be important
to give readers a sense of security, shared topics of conversation and a structure to the daily
routine (Berelson, 1949). For these diverse dimensions of usage satisfaction, psychologist
Herzog (1944) marked them with the term “gratifications.”

Uses and gratifications approach became prevailing in the late 1950s till 1970s when television
has grown up. Some basic assumptions of the approach were proposed when it was redis-
covered during that era. Among the group of scholars who focus on uses and gratifications
research, Elihu Katz is one of the most well-known and contributed greatly to establishing
the structure of the approach.

Elihu Katz is served both as a sociologist and as a communication researcher. He received his
Ph.D. in Sociology in 1956 from Columbia University and began teaching at the University of
Chicago until 1963. During the next thirty years, he taught in the Department of Sociology
and Communication at the Hebrew University of Jerusalem. In the late 1960, invited by the
Government of Israel, Katz headed the task force charged with the introduction of television
broadcasting. This experience led to his subsequent academic work about broadcasting and
television in leisure, culture and communication from the 1970s to1990s (UPENN, 2001). In
1992, he joined the faculty of the Annenberg School at the University of Pennsylvania, and
also directed its experimental Scholars program for post-doctoral study.

Katz’s mentor in Columbia University is Paul Lazarsfeld, who is one of the pioneers of
gratifications research. Their cooperating work produced important outgrowths that connect
the concept of gratifications with the functional theory model. Later, Katz introduced uses
and gratification approach when he came up with the notion that people use the media to
their benefit. In a study by Katz, Gurevitch and Haas (1973), a subject which is known
as the uses and gratifications research were explored. They viewed the mass media as a
means by which individuals connect or disconnect themselves with others and found that
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people bend the media to their needs more readily than the media overpower them (Katz,
Gurevitch and Haas, 1973).

Along with colleague Jay G. Blumler, Katz published a collection of essays on gratifications
in 1974 which were entitled The Uses of Mass Communication. They took a more humanistic
approach to looking at media use. They suggest that media users seek out a medium
source that best fulfills the needs of the user and they have alternate choices to satisfy
their need. (Blumler & Katz, 1974). They also discovered that media served the functions
of surveillance, correlation, entertainment and cultural transmission for both society and
individuals (Blumler and Katz, 1974).

Five basic assumptions were stated in a study of Katz, Blumler, and Gurevitch in 1974 as
follows. They provide a framework for understanding the correlation between media and
audiences:

1. The audience is conceived as active, i.e., an important part of of mass media use is
assumed to be goal oriented . . . patterns of media use are shaped by more or less
definite expectations of what certain kinds of content have to offer the audience
member.

2. In the mass communication process much initiative in linking need gratification
and media choice lies with the audience member. This places a strong limitation on
theorizing about any form of straight-line effect of media content on attitudes and
behavior.

3. The media compete with other sources of need satisfaction. The needs served
by mass communication constitute but a segment of the wider range of human
needs, and the degree to which they can be adequately met through mass media
consumption certainly varies.

4. Methodologically speaking, many of the goals of mass media use can be derived
from data supplied by individual audience members themselves- i.e., people are
sufficiently self-aware to be able to report their interests and motives in particular
cases, or at least to recognize them when confronted with them in an intelligible
and familiar verbal formulation.

5. Value judgments about the cultural significance of mass communication should be
suspended while audience orientations are explored on their own terms. (p. 15-17).

In addition, Katz, Blumler, and Gurevitch also commented that, although previous researches
on gratifications detected diverse gratifications that attract people on the media, they did
not address the connections between these gratifications (Katz et al., 1974a). They suggested
that uses and gratifications research concern with following aspects: “(1) the social and the
psychological origins of (2) needs which generate (3) expectations of (4) the mass media
or other sources which lead to (5) differential exposure (or engaging in other activities),
resulting in (6) need gratification and (7) other consequences, perhaps mostly unintended
ones” (Katz et al., 1974b, p. 20).

The studies of Katz and his colleagues laid a theoretical foundation of building the uses and
gratifications approach. Since then, the research on this subject has been strengthened and
extended. The current status of uses and gratifications is still based on Katz’s first analysis,
particularly as new media forms have emerged in such an electronic information age when
people have more options of media use.
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5.3 Needs and Gratifications

Uses and gratifications approach emphasizes motives and the self-perceived needs of audience
members. Blumler and Katz (1974) concluded that different people can use the same
communication message for very different purposes. The same media content may gratify
different needs for different individuals. There is not only one way that people uses media.
Contrarily, there are as many reasons for using the media as there are media users (Blumler
& Katz, 1974).

Basic needs, social situation, and the individual’s background, such as experience, interests,
and education, affect people’s ideas about what they want from media and which media best
meet their needs. That is, audience members are aware of and can state their own motives
and gratifications for using different media. McQuail, Blumler, and Brown (1972) proposed
a model of “media-person interactions” to classify four important media gratifications: (1)
Diversion: escape from routine or problems; emotional release; (2) Personal relationships:
companionship; social utility; (3) Personal identity: self reference; reality exploration; value
reinforces; and (4) Surveillance (forms of information seeking).

Another subdivided version of the audience’s motivation was suggested by McGuire (1974),
based on a general theory of human needs. He distinguished between two types of needs:
cognitive and affective. Then he added three dimensions: “active” versus “passive” initia-
tion, “external” versus “internal” goal orientation, and emotion stability of “growth” and
“preservation.” When charted, these factors yield 16 different types of motivations which
apply to media use (Figure 1).

Figure 1. A structuring of 16 general paradigms of human motivation (McGuire, 1974).

Katz, Gurevitch and Haas (1973) developed 35 needs taken from the social and psychological
functions of the mass media and put them into five categories:

1. Cognitive needs, including acquiring information, knowledge and understanding;
2. Affective needs, including emotion, pleasure, feelings;
3. Personal integrative needs, including credibility, stability, status;
4. Social integrative needs, including interacting with family and friends; and
5. Tension release needs, including escape and diversion.

Congruously, McQuail’s (1983) classification of the following common reasons for media use:

Information

• finding out about relevant events and conditions in immediate surroundings, society and
the world

• seeking advice on practical matters or opinion and decision choices
• satisfying curiosity and general interest
• learning; self-education
• gaining a sense of security through knowledge

Personal Identity

• finding reinforcement for personal values
• finding models of behavior
• identifying with valued others (in the media)
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• gaining insight into oneself

Integration and Social Interaction

• gaining insight into the circumstances of others; social empathy
• identifying with others and gaining a sense of belonging
• finding a basis for conversation and social interaction
• having a substitute for real-life companionship
• helping to carry out social roles
• enabling one to connect with family, friends and society

Entertainment

• escaping, or being diverted, from problems
• relaxing
• getting intrinsic cultural or aesthetic enjoyment
• filling time
• emotional release
• sexual arousal (p. 73)

These dimensions of uses and gratifications assume an active audience making motivated
choices.

McQuail (1994) added another dimension to this definition. He states:

Personal social circumstances and psychological dispositions together influence both . . .
general habits of media use and also . . . beliefs and expectations about the benefits
offered by the media, which shape ... specific acts of media choice and consumption,
followed by ... assessments of the value of the experience (with consequences for further
media use) and, possibly ... applications of benefits acquired in other areas of experience
and social activity (p. 235).

This expanded explanation accounts for a variety of individual needs, and helps to explain
variations in media sought for different gratifications.

5.4 Gratifications sought (GS) and gratifications obtained
(GO)

The personal motivations for media use also suggest that the media offer gratifications
which are expected by audiences. These gratifications can be thought of as experienced
psychological effects which are valued by individuals. Palmgreen and Rayburn (1985) thus
proposed a model of the gratifications sought (GS) and gratifications obtained (GO) process
shown in Figure 2.

Figure 2. An expectance-value model of media gratifications sought and obtained (Palmgreen
and Rayburn, 1985).

The model distinguishes between GS and GO. Thus, where GO is noticeably higher than
GS, we are likely to be dealing with situations of high audience satisfaction and high ratings
of appreciation and attention (McQuail, 1983).
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To investigate the relationship between GS and GO, Palmgreen et al. (1980) conducted a
study of gratifications sought and obtained from the most popular television news programs.
The results indicated that, on the one hand, each GS correlated either moderately or
strongly with its corresponding GO; on the other hand, the researchers found that the
gratifications audiences reportedly seek are not always the same as the gratifications they
obtain (Palmgreen et al., 1980). A later study conducted by Wenner (1982) further showed
that audiences may obtain different levels of gratifications from what they seek when they
are exposed to evening news programs.

5.5 Media Dependency Theory

Media dependency theory, also known as media system dependency theory, has been explored
as an extension of or an addition to the uses and gratifications approach, though there is a
subtle difference between the two theories. That is, media dependency looks at audience
goals as the origin of the dependency while the uses and gratifications approach emphasizes
audience needs (Grant et al., 1998). Both, however, are in agreement that media use can
lead to media dependency. Moreover, some uses and gratifications studies have discussed
media use as being goal directed (Palmgreen, Wenner & Rosengren. 1985; Rubin, 1993;
Parker & Plank, 2000).

Media dependency theory states that the more dependent an individual is on the media
for having his or her needs fulfilled, the more important the media will be to that person.
DeFleur and Ball-Rokeach (1976) described dependency as the correlating relationship
between media content, the nature of society, and the behavior of audiences. It examines
both macro and micro factors influencing motives, information-seeking strategies, media and
functional alternative use, and dependency on certain media (Rubin and Windahl, 1982).

As DeFleur and Ball-Rokeach (1989) suggested, active selectors’ use of the media to achieve
their goals will result in being dependent on the media. Littlejohn (2002) also explained
that people will become more dependent on media that meet a number of their needs than
on media that provide only a few ones. “If a person finds a medium that provides them with
several functions that are central to their desires, they will be more inclined to continue to
use that particular medium in the future” (Rossi, 2002).

The intensity of media dependency depends on how much people perceive that the media they
choose are meeting their goals. These goals were categorized by DeFleur and Ball-Rokeach
(1989) into three dimensions which cover a wide range of individual objectives: (1) social and
self understanding (e.g., learning about oneself, knowing about the world); (2) interaction
and action orientation (e.g., deciding what to buy, getting hints on how to handle news or
difficult situation, etc.); (3) social and solitary play (e.g., relaxing when alone, going to a
movie with family or friends). DeFleur and Ball-Rokeach (1989) also suggested that more
than one kind of goal can be activated (and satisfied) by the same medium.

Dependency on a specific medium is influenced by the number of media sources available to
an individual. Individuals should become more dependent on available media if their access
to media alternatives is limited. The more alternatives there are for an individual, the lesser
is the dependency on and influence of a specific medium (Sun et al., 1999).
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5.6 Uses and Gratifications Research in a New Era

The uses and gratifications has always provided a cutting-edge theoretical approach in the
initial stages of each new mass medium, such as newspapers, radio and television, and now
the Internet, which receives the significance via this approach (Ruggiero, 2000).

The uses and gratifications theory has been widely used, and also is better suited, for
studies of Internet use. In the Internet environment, users are even more actively engaged
communication participants, compared to other traditional media (Ruggiero, 2000). The
theory also suggests that people consciously choose the medium that could satisfy their
needs and that audiences are able to recognize their reasons for making media choices (Katz
et al., 1974). Some surveys have shown that users have little trouble verbalizing their needs
when using the Internet (Eighmey & McCord, 1997; Lillie, 1997; Nortey, 1998; Piirto, 1993;
Ryan, 1995). Katz et al. (1974) argued that available media choice compete to satisfy
individual needs. Thus, there exists competition not only between the Internet and other
traditional media, but among each options in the Internet itself as well.

Despite the robustness of this list, history has shown that new media often create new
gratifications and new motivations among various audience groups (Angleman, 2000). These
new dimensions of users’ motivations and gratifications need to be identified and satisfied.
Although motivations for Internet use may vary among individuals, situations, and media
vehicles, most uses and gratifications studies explore them based on some or all of the
following dimensions: relaxation, companionship, habit, passing time, entertainment, social
interaction, information/surveillance, arousal, and escape (Lin, 1999).

Examining how and why students use a university computer bulletin board, Rafeali (1986)
found that users seldom skip the factual or informative messages, which indicates their strong
interest in messages of this type. Maddox (1998) also suggested that the most important
reason why people use the Internet is to gather various kinds of information. Lin (2001)
found similar results when she examined online services adoption. She found that online
services are perceived primarily as information-laden media, and that audiences who need
to create more outlets for information reception are the ones most likely to adopt online
services (Lin, 2001).

Internet use is also linked to a series of instrumental as well as entertainment-oriented
gratifications (Lin, 1996). Some scholars ranked diversion/entertainment as more important
than exchanging information in triggering media use (Schlinger, 1979; Yankelovich Partners,
1995). Rafeali (1986) found that the primary motivation of bulletin board users are recreation,
entertainment, and diversion, followed by learning what others think about controversial
issues by communicating with people who matter in a community. Entertainment content
appears to satisfy users’ needs for escapism, hedonistic pleasure, aesthetic enjoyment,
or emotional release (McQuail, 1994). Providing entertainment, therefore, can motivate
audiences to use the media more often (Luo, 2002).

Examining the Internet as a source of political information, Johnson and Kaye (1998) found
that people use the web primarily for surveillance and voter guidance and secondarily for
entertainment, social utility and excitement. In a study of the web as an alternative to
television viewing, Ferguson and Perse (2000) found four main motivations for Internet use:
entertainment, passing time, relaxation/escape and social information.
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The Internet combines elements of both mass and interpersonal communication. The
distinct characteristics of the Internet lead to additional dimensions in terms of the uses
and gratifications approach. For example, “learning” and “socialization” are suggested as
important motivations for Internet use (James et al., 1995). “Personal involvement” and
“continuing relationships” were also identified as new motivation aspects by Eighmey and
McCord (1998) when they investigated audience reactions to websites. The potential for
personal control and power is also embedded in Internet use. Pavlik (1996) noted that
online, people are empowered to act, communicate, or participate in the broader society
and political process. This type of use may lead to increased self-esteem, self-efficacy, and
political awareness (Lillie, 1997).

Heightened interactions were also suggested as motivations for using the Internet. Kuehn
(1994) called attention to this interactive capability of the Internet through discussion groups,
e-mail, direct ordering, and links to more information (Schumann & Thorson, 1999; Ko,
2002). As such, Lin (2001) suggested that online services should be fashioned to satisfy
people’s need for useful information as well as social interaction opportunities.

Group support is another important reason for using the Internet. The Internet can provide
a relatively safe venue to exchange information, give support, and serve as a meeting place
without fear of persecution (Tossberg, 2000). It provides an accessible environment where
individuals can easily find others who share similar interests and goals. As part of a group,
they are able to voice opinions and concerns in a supportive environment (Korenman &
Wyatt, 1996).

Other studies identified anonymity as one of the reasons why people go online. According
to McKenna et al. (2000), people use the security of online anonymity to develop healthy
friendships and gratify their need to socialize. Those who play massively multiplayer
online role-playing games (MMORPGs) report that anonymity reduces their self-awareness
and motivates their behaviors in game playing (Foo & Koivisto, 2004). Another survey
done by Choi and Haque (2002) also found anonymity as a new motivation factor for
Internet use. Some also suggested that the Internet offer democratic communication to
anonymous participants in virtual communities such as chat rooms. Ryan (1995) indicated
that anonymity motivates users to speak more freely on the Internet than they would in real
life. With small fear of social punishment and recrimination, minority groups can equally
participate in the communication process provided the technology is universally available
(Braina, 2001).

5.7 Criticisms of Uses and Gratifications Research

Although uses and gratifications approach holds a significant status in communication
research, the research of the approach receives criticisms both on its theory and methodology
represented.

McQuail (1994) commented that the approach has not provided much successful prediction
or casual explanation of media choice and use. Since it is indeed that much media use is
circumstantial and weakly motivated, the approach seems to work best in examining specific
types of media where motivation might be presented (McQuail, 1994).

The researcher Ien Ang also criticized uses and gratifications approach in such three aspects:
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1. It is highly individualistic, taking into account only the individual psychological
gratification derived from individual media use. The social context of the media use
tends to be ignored. This overlooks the fact that some media use may have nothing to
do with the pursuit of gratification - it may be forced upon us for example.

2. There is relatively little attention paid to media content, researchers attending to why
people use the media, but less to what meanings they actually get out of their media
use.

3. The approach starts from the view that the media are always functional to people and
may thus implicitly offer a justification for the way the media are currently organized
(cited by CCMS-Infobase, 2003).

Since it is hard to keep track of exposure patterns through observation, uses and gratifications
research focus on the fact relied heavily on self-reports (Katz, 1987). Self-reports, however,
are based on personal memory which can be problematic (Nagel et al., 2004). As such, the
respondents might inaccurately recall how they behave in media use and thus distortion
might occur in the study.
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6 The Frankfurt School

6.1 The Frankfurt School and Communication Theory

“I thought Adorno, on our first meeting, the most arrogant, self-indulgent (intellectually and
culturally) man I have ever met. Some 20 years later, I can think of additional claimants for
that position, but I doubt if they are serious rivals” (Donald MacRae, cited in Morrison,
1978, pp. 331-332).

The Frankfurt School1 was a group of critical theorists associated with the Institut für
Sozialforschung (Institute of Social Research) which was located first at the University
of Frankfurt2 (1923-1933), then in Geneva, Switzerland (1933-35), Columbia University3

in New York (1935-1949), and finally back at the University of Frankfurt, from 1949 to
present. Some of the theorists associated with what became known as the Frankfurt School
included Max Horkheimer, Theodor Adorno (née Wiesengrund), [w:Herbert Marcuse], Walter
Benjamin, Erich Fromm, Leo Lowenthal, and Friedrich Pollock.

Felix Weil began the Institute of Social Research in 1923. The theoretical basis of the
Institute was Marxist, to no small degree because of Carl Grünberg, who served as director
from 1923-1930. Max Horkheimer succeeded Grünberg as director and served in that capacity
until 1960, when Theodor Adorno became director, until his death in 1969. These theorists
were all associated with the Institute in the 1920s, except for Marcuse, who began working
with the Institute in 1932. From the late 1950s Jürgen Habermas would be involved with the
Institute, but for a number of reasons his work is often considered separate from that of the
Frankfurt School. The Institute for Social Research continues to operate at the University of
Frankfurt, but what is known as the Frankfurt School did not extend beyond the theorists
associated with it.

The interests of the Frankfurt School theorists in the 1920s and 1930s lay predominantly in
a Marxist analysis of social and economic processes, and the role of the individual and the
group in relation to these processes. Their particular relevance to communication theory
lies primarily in Adorno's idea of the culture industry, and Marcuse's concept of the "one
dimensional" man.

1 http://en.wikipedia.org/wiki/Frankfurt%20School

2 http://en.wikipedia.org/wiki/Johann%20Wolfgang%20Goethe%20University%20of%
20Frankfurt%20am%20Main

3 http://en.wikipedia.org/wiki/Columbia%20University
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6.2 The Culture Industry

In 1947 Max Horkheimer4 and Theodor Adorno published Dialektik der Aufklärung:
Philosophische Fragmente, whose title was translated into English (in 1972) as Dialectic of
Enlightenment: Philosophical Fragments. One of the sections of this book was concerned
with what Horkheimer and Adorno called the culture industry. It was their contention
that the culture industry was the result of an historical process that with an increase in
technology (including mass communication technology) there was an increase in the ability to
produce commodities, which enabled increased consumption of goods. The consumption of
mechanically reproduced cultural products—predominantly radio and film—led to formulas
of producing them for entertainment purposes, and it did not occur to consumers to question
the idea that the entertainment presented to them had an ideological purpose or purposes.
Consumers adapted their needs around these cultural products, and in doing so no longer
knew of anything else that they might desire, or that there might be anything else they
could desire. The entertainment that they enjoyed did not reflect their real social, political,
or economic interests, but instead blinded them from questioning the prevailing system.
Entertainment also had the function of allowing the dominant system to replicate itself,
which allowed for further expansion in production and consumption. Thus, for Adorno
and Horkheimer the culture industry worked in such a way that those who were under its
influence would not even notice that they were being manipulated.

Subsequent to the book’s publication in 1947, theorists of the Frankfurt School knew of
Adorno's concept of the culture industry, but the impact of his analysis of the culture
industry was limited well into the sixties. Dialectic of Enlightenment did not receive a wider
distribution until 1969, and although Herbert Marcuse continued the general idea of the
culture industry in his One-Dimensional Man of 1964, he did not refer to it as such. In spite
of Marcuse’s incisive criticism of dominant ideological structures, there is not a cultural
component in his thought that can be separated out from ideology as a whole, as appears
in the work of Adorno and Horkheimer. Thus, as a concept relating to communication
theory in the United States, the culture industry can more properly be said to have come to
existence due to the English translation of Adorno and Horkheimer’s book in 1972.

6.3 Genesis of “The Culture Industry”

In order to understand the creation of the idea of the culture industry as well as its reception
the concept can be examined chronologically, from its pre-conditions, through its generation,
to its subsequent impact. The idea of the culture industry grows out of a concern with
culture, is developed through insights into the mechanical reproduction of culture, and is
ultimately generated in opposition not only to popular music, but also to Hollywood movies.
That this is so grows out of a number of historical contingencies.

Theordor Wiesengrund enrolled at the University of Frankfurt in 1921 not only to study
philosophy, but music. Wiesengrund published in the 1920s and early 1930s under the
name Theodor Wiesengrund-Adorno, and later took the name Adorno, which had been his
mother’s maiden name. According to Thomas Mann, Adorno refused to choose between

4 http://en.wikipedia.org/wiki/Horkheimer
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music and philosophy throughout his entire life, believing that he was pursuing the same
objective in two disparate fields (Jäger, 2004, p. 31). Although he wrote his doctoral thesis
on Husserl, and a postdoctoral thesis on Kierkegaard, Adorno moved to Vienna to study
music composition with Alban Berg. Most of Adorno's music was written between 1925
and 1930, though he continued to compose music for the rest of his life. In addition to
composing, Adorno was a music critic and editor of Musikblatter des Anbruch from 1928
to 1932. As a composer and music critic Adorno was aware of conditions relating to the
production and dissemination of music in the 1920s and 1930s. This aspect of Adorno’s
career is important in understanding his subsequent approach to culture. Because he had a
profound knowledge of art, which is great part of culture, his belief what the real art should
be like influenced on his criticism against culture industry. To Adorno, the gist of real art
is autonomy. Both of the production and the consumption of cultural product should be
originated by autonomy which arouses uniqueness of real art. According to Adorno, culture
industry which products and consumes the mass cultural product is not based on autonomy
but passivity so that it never seeks for uniqueness of real art or culture.

Adorno was introduced to Walter Benjamin5 in 1923, and the two theorists became friends.
Since Benjamin never received a degree that would allow him to teach at a university, accord-
ing to Hannah Arendt, Adorno became in effect Benjamin's only pupil. After Benjamin’s
death “it was Adorno who then introduced a rationalized version of his ideas into academic
philosophy.” (Jäger, 2004, p. 65-6). The relationship with Benjamin had an impact on the
development of Adorno's thought during this period.

Returning to Frankfurt, Adorno began teaching at the Institute, and published articles in
the Zeitschrift fur Socialforschung (Journal for Social Research) that had been set up by
the Institute in 1932. Adorno lost his right to teach in September 1933 due to the rise to
power of the Nazi party. Horkheimer had already set up a branch of the Institute in Geneva,
Switzerland, and the Institute began operating there. The Nazis' rise to power not only
meant that Adorno lost his job and would eventually force his departure from Germany,
but also affected his philosophical thought. As Jürgen Habermas would later note, the
fact that labor movements were co-opted in the development of fascist regimes was one of
the historical experiences influencing the development of critical theory, the others being
Stalinist repression and the production of mass culture in the United States (Morris, 2001,
p. 48).

Adorno was at Oxford from 1934 to 1938, where he worked on a manuscript on Husserl. He
was considered an outsider, never integrating into the British academic mainstream, and
he looked forward to joining his Frankfurt School colleagues, many of whom had in the
meantime moved to the United States.

Already in the late 1930s Adorno evidenced little hope for mass culture. As propaganda and
entertainment increased during the 1930s, Benjamin and Adorno debated mass culture, since
film and radio became the two most popular means to disseminate propaganda under the
fascist and Stalinist dictatorships. The essay translated as “On the Fetish Character in Music
and the Regression in Listening” is in effect a pessimistic reply to Walter Benjamin’s more
optimistic essay, “The Work of Art in the Age of Mechanical Reproduction” (Brunkhorst,
1999, p. 62). A primary problem for Adorno lay in the fact that instead of being enjoyed in

5 http://en.wikipedia.org/wiki/Walter%20Benjamin
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a concert hall, symphonic works could now be heard over the radio, and could be reproduced
on phonograph records. The result was inferior to the original, and Adorno was emphatic
in his condemnation of the mechanical reproduction of music: “Together with sport and
film, mass music and the new listening help to make escape from the whole infantile milieu
impossible” (Adorno, 2001b, p. 47). While Benjamin regarded the destruction of aura by
photograph or film as the emancipation from hierarchical tastes tied to class, to Adorno,
the aura of the original artwork was the essential of the artistic authenticity. To Benjamin,
the mechanical reproduction was the challenge against the authority of Platonic order from
the top-the original or Idea- to down of layers of imitations; to Adorno, mass production
was nothing but the destruction of the authenticity. The general attitude of the Frankfurt
school was that of Adorno.

In 1938 Max Horkheimer, who had succeeding in establishing a relationship for the Institute
of Social Research with Columbia University that enabled the Institute to continue working
in New York, obtained a position for Adorno at the Princeton Radio Research Project, run by
Paul Lazarsfeld. Adorno, anxious to leave Britain in the hopes of being with other members
of the Institute, accepted the position, although he later claimed that he did not know what
a “radio project” was. For his part, Lazarsfeld looked forward to working with Adorno,
whom he knew to be an expert on music. Adorno wrote for the Project’s journal Radio
Research in 1941, reiterating his position that radio was only an image of a live performance.
In addition, he questioned the claim by the radio industry that the medium was bringing
serious music to the masses (Wiggershaus, 1994, p. 243). While working at the Princeton
Radio Research Project Adorno became shocked at the degree to which culture had become
commercialized in the United States. Commercialization of culture in the United States had
gone far beyond anything he had seen in Europe. Further, the prevalence of advertising
in the United States was something with no correlative in Europe. The closest thing in
Adorno’s experience to the advertising industry in the United States was fascist propaganda
(Jäger, 2004, p. 122).

Adorno was later to allude to his experience with the Princeton Radio Research Project in
the essay on the culture industry by noting the statistical division of consumers, and stating
that he saw this research as being “indistinguishable from political propaganda” (Horkheimer
and Adorno, 2002, p. 97). It became obvious that Lazarsfeld and Adorno did not agree on
the value of empirical studies, and Adorno left the project. Adorno’s dissatisfaction with
the work of the Princeton Radio Research Project would eventually motivate him to further
develop the idea of the culture industry.

Because of the relationship between the Institute for Social Research and Columbia University,
Horkheimer, who had already moved to California, could not bring Adorno to the West Coast
until November 1941. When Adorno was finally able to relocate, he joined an expatriate
community that included Fritz Lang, Arnold Schoenberg, Hans Eisler, Thomas and Heinrich
Mann, Alfred Döblin, and Bertolt Brecht, several of which found work in the Hollywood
movie industry. The fact that Adorno was part of this intellectual community whose
members were involved in the production of Hollywood movies must have had some influence
in developing his thoughts on culture, since the Hollywood system inhibited the creative
freedom that many of the expatriates had enjoyed in Weimar Germany.

According to Douglas Kellner, Max Horkheimer wanted to write a “great book on dialectics,”
and Herbert Marcuse, who had been admitted to the Institute in 1932, was eager to work on
the project. While Horkheimer (and later Adorno) moved to California, Marcuse went to work
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for the Office of Strategic Services (the precursor to the Central Intelligence Agency), and
later the State Department. Thus it was Adorno and not Marcuse who became Horkheimer’s
co-author on the project on dialectics (Kellner, 1991, p. xviii). The work that resulted was
The Dialectic of Enlightenment, with its section titled “The Culture Industry: Enlightenment
as Mass Deception” drafted by Adorno.

These preconditions—Adorno’s interest in music, his friendship with Benjamin, and his work
on the Princeton Radio Project, as well as involvement with the expatriate community in
California and the relationship of several of these to the Hollywood film industry—are all
important to an understanding of his concern for the idea of the culture industry.

6.4 “The Culture Industry: Enlightenment as Mass
Deception”

For Adorno, popular culture on film and radio did not bother to present itself as art. They
were instead a business, and this in turn became an ideology “to legitimize the trash they
intentionally produce” (Horkheimer and Adorno, 2002, p. 95). This business was based on
what Adorno referred to as “Fordist capitalism,” in which mass production based on the
techniques used by Henry Ford were implemented in the cultural sphere, insofar as these
tendencies were based on centralization and hierarchy (Hohendahl, 1995, p. 142). Examples
of this—not specified by Adorno—were the Hollywood production system, or the CBS radio
network that had been associated with the Princeton Radio Research Project. Movies
and hit songs were based on formulas, and “the formula supplants the work” (Horkheimer
and Adorno, 2002, p. 99). Mechanical reproduction ensured that there would not be any
real change to the system, and that nothing truly adversarial to the system would emerge
(Horkheimer and Adorno, 2002, p. 106-7). Paradoxically, any innovation would only reaffirm
the system, and Adorno cited Orson Welles as an example of someone who was allowed to
break the rules. The elasticity in the system would allow it to assume the stance of any
opposition and make it its own, ultimately rendering it ineffectual (Friedman, 1981, p. 165).
Like religion and other institutions, the culture industry was an instrument of social control
(Horkheimer and Adorno, 2002, p. 120), but freedom to choose in a system of economic
coercion ultimately meant the “freedom to be the same” (Horkheimer and Adorno, 2002, p.
136).

Since Adorno had been, in his essays on music and radio, an apparent defender of high art,
“The Culture Industry” has been criticized as being a defense of high art, as opposed to
popular culture. Adorno specifically defines avant-garde art as the adversary of the culture
industry (Horkheimer and Adorno, 2002, p. 101). It was not high art that Adorno was
presenting as an alternative to the culture industry, but modernism. Although he provides
the idea of an opposing force to the culture industry, Adorno provides no overt Marxist
analysis. Instead, he notes in passing that the dominant system utilized capacities for mass
consumption for entertainment or amusement, but refused to do so when it was a question
of abolishing hunger (Horkheimer and Adorno, 2002, p. 111).

Dialectic of Enlightenment was issued in mimeograph form in 1944, in German, and thus
would have limited impact outside of the expatriate community. In the meantime Adorno
began working, along with Else Frenkel-Brunswik, Daniel Levinson, and R. Nevitt Sanford,
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on an empirical investigation into prejudice titled The Authoritarian Personality. He wrote
Minima Moralia: Reflections on Damaged Life in 1945, and this work, upon its publication
in Germany in 1951, would mark the beginning of his impact in Germany (Jäger, 2004,
p. 167). Adorno would also co-author Composing for the Films with Hans Eisler, and in
this text Adorno made it clear that the culture industry is not identical with high or low
art (Hohendahl, 1995, p. 134). This is perhaps the first of several of Adorno’s attempts at
redefining the culture industry to an audience that in all probability had no exposure to the
concept as it was detailed in the original essay.

6.5 Return to Germany

Dialectic of Enlightenment was published in Amsterdam in German in 1947 with a number
of variants, excluding words and phrases in the published edition that could be construed as
being Marxist (Morris, 2001, p. 48). Their apparent intent was to not attract the attention
of the American occupation authorities in Germany. One of the main reasons for this is
that Horkheimer wanted to return the Institute for Social Research to Germany, not only
because of the desire to return to Frankfurt but also because a committee at Columbia
University had evaluated the work of the Institute and recommended that the Institute
become a department of Paul Lazarsfeld’s Bureau of Applied Social Research at Columbia
(Jäger, 2004, p. 149). Marcuse, who had been producing propaganda for the OSS during the
war based on his expert knowledge of Germany, published revolutionary theses in a journal
in 1947, and these theses could not be reconciled with the direction of the Institute due to
an apparent change in Horkheimer’s attitude towards Marxism. Thus, when excerpts from
Dialectic of Enlightenment were published without their permission in 1949, Horkheimer and
Adorno protested, distancing themselves from their own work, in order not to jeopardize
their return to Germany. In the late 1940s the Institute relocated to Frankfurt, and opened
in its new premises in 1951. Horkheimer became the Vice-Chancellor of the University of
Frankfurt.

In 1954 Adorno published an essay entitled “How to Look at Television” that was the
result of a study that had been done for the Hacker Foundation, with the involvement
of George Gerbner and others. In this essay Adorno warned, “rigid institutionalization
transforms modern mass culture into a medium of undreamed of psychological control”
(Adorno, 2001a, p. 160). It was one of the few occasions in the 1950s that Adorno would
discuss the implications of mass culture. At least one observer found it strange that “the
leading cultural theorist of his day” did not take part in cultural developments of the fifties
(Jäger, 2004, p. 191). Adorno would nonetheless on occasion attempt to reshape his thought
on the culture industry. For example, in 1959 he wrote of a “universal pseudo-culture” in
the United States (Adorno, 1993, p. 21), and gave a radio talk in Germany in 1963 on “The
Culture Industry Reconsidered.” In 1966, when writing the essay “Transparencies on Film,”
Adorno conceded that film-making might be an acceptable cultural practice in opposition to
the culture industry, within the context of modernism (Hohendahl, 1995, p. 131).
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6.6 One-Dimensional Man, and Suppression of “The Culture
Industry”

Adorno took over running the Institute in 1960, and his primary philosophical concern
in the 1960s was his critical engagement with Martin Heidegger, especially Heidegger’s
language, as detailed in the book The Jargon of Authenticity. In the meantime, Marcuse
had developed a critique of Stalinism, and was developing a critique of social conditions
in Western democracies, in part based on his familiarity with Adorno's work. He was, for
example, connecting “the analysis and critique of false needs to a critical theory of mass
media and popular culture” (Agger, 1995, p. 34). Marcuse did not oppose popular culture
as completely as Adorno, however, recognizing “fissures in the edifice of mainstream mass
culture which could be pried open still further” (Agger, 1995, p. 34). In One-Dimensional
Man Marcuse put an analysis “of late capitalist society into a systematic context,” as opposed
to other writers in the Frankfurt School (Wiggershaus, 1994, p. 609). Instead of culture
serving ideological ends, for Marcuse “social control mechanisms in advanced industrial
society ensure the wholesale integration of the individual into mass society” (Reitz, 2000,
p. 144). Capitalist production and the tremendous wealth that resulted from it formed a
“system of repressive affluence” that kept elements of society satisfied and quiescent (Alway,
1995, p. 83). The entirety of society had become organized around an ideology whose main
objectives were to maintain social control and continue to perpetuate the ideology that
maintained that control.

Echoing Adorno, Marcuse wondered whether the information and entertainment aspects of
mass media could be differentiated from their manipulation and indoctrination functions
(Marcuse, 1991, p. 8). However, it is difficult in Marcuse's argument to separate culture or
mass media from society as a whole because Marcuse did not distinguish culture or mass
media as entities separate from the totality of dominant ideology in the same way that
Adorno had done. In the end Marcuse’s analysis of society allowed for no opposition to
the dominant ideology. Marcuse wrote, "how can the administered individuals—who have
made their mutilation into their own liberties and satisfactions, and thus reproduce it on
an enlarged scale—liberate themselves from themselves as well as from their masters? How
is it even thinkable that the vicious circle be broken?” (Marcuse, 1991, p. 251). Given
the pessimistic tone of the book, it is somewhat ironic that largely because of it he would
be perceived as an icon for leftist movements of the 1960s in the U.S. and Germany that
developed an oppositional stance. In spite of this, Marcuse maintained that he was a
philosopher, and not an activist. Like others associated with the Frankfurt School, he was
wary of the idea that theory could be translated into practice (Chambers, 2004, p. 226).

While Marcuse was writing a work that would become essential to student movements in
the 1960s, in 1961 Adorno and Horkheimer resisted the reissue of Dialectic of Enlightenment
that had been proposed to them by the publishing house of Fischer. The publisher felt
that the book could be read as a description of prevailing conditions in Germany. Marcuse
enthusiastically supported the reissue of the book in 1962, but Adorno and Horkheimer
withheld their consent (Jäger, 2004, p. 194). The reasons that Horkheimer and Adorno tried
to keep Dialectic of Enlightenment from reaching a wider audience are not entirely clear. In
reviewing the text in 1961, Friedrich Pollack reported to Adorno and Horkheimer that the
work required too much revision to receive mass dissemination. The two authors continued
to negotiate with the Fischer publishing house until 1969, and may have only agreed to
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republish the work since pirate copies had already been disseminated by individuals in the
German student movement. Students also began posting snippets of the text as handbills.

While student movements in the United States and Germany looked to Herbert Marcuse as
their idol, the situation in Frankfurt degenerated to the point at which Adorno could no
longer effectively conduct classes. He complained to the dean about the radical students in
his classes who were making teaching impossible. In the winter term of 1968-69 students
occupied a number of buildings at the University at Frankfurt, including the Institute for
Social Research. After the strike ended, Adorno returned to teaching, but his lectures
continued to be disrupted, including one “tasteless demonstration” in which three females
bared their breasts. Adorno died a few months later (Jäger, 2004, p. 201-08).

6.7 Critical Response to “The Culture Industry”

The 1972 English-language translation marked the first real appearance of the idea of the
culture industry outside of a German context. In the years since there have been numerous
criticisms of the text, not least since Adorno made sweeping generalizations about “the
commodified and fetishized character of all cultural goods” (Cook, 1996, p. 113). For
the generally sympathetic Deborah Cook, Adorno erred in not discussing the processes of
cultural production, and failed to examine the culture industry’s economic dependence on
other business sectors, including marketing and advertising (Cook, 1996, p. 48).

For Terry Eagleton, both Adorno and Marcuse overestimated the dominant ideology, believing
that “capitalist society languishes in the grip of an all-pervasive reification” (Eagleton, 1991,
p. 46). Still, Eagleton conceded that “the diffusion of dominant values and beliefs among
oppressed peoples in society has some part to play in the reproduction of the system as a
whole” (Eagleton, 1991, p. 36). Fredric Jameson pointed out that Adorno’s idea of a culture
industry was historically limited, since the society that developed in the 1960s and 1970s
with new media went beyond the cultural possibilities available during the 1940s. While
the idea of the culture industry can be defended as a useful theory for industrial societies
between 1920 and 1970, trying to use it today weakens its effectiveness (Hohendahl, 1995, p.
146-48). Thus, for a some critics, the value of the idea of the culture industry would appear
to be merely historical, if they in fact conceded that it had any value at all.

According to Hohendahl, for many postmodern critics the essay on the culture industry
is problematic because they confuse the defense of modernist art with a defense of high
culture, against popular culture. In the context of Dialectic of Enlightenment it is the
destruction of traditional culture that is in question, along with its replacement with new
forms depending on commodity exchange (Hohendahl, 1995, p. 137). In relation to this
Deborah Cook cites such artists as Schoenberg, Beckett, and Kafka as cultural producers
who are not entirely subject to commodification, and notes that Jameson is in agreement
that modernism is the “dialectical opposite of mass culture” (Cook, 1996, p. 107). Thus for
some critics modernist works would be counteracting forces against the dominant ideology.
As noted in the example of Orson Welles, however, it may be the case that the dominant
ideology can co-opt modernist works for its own ends.

The idea of the culture industry has had an importance in critical theory since its appearance
in the 1940s, in that it has led to thought about the role of mass communications in relation
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to ideology, and hence, society. Since Adorno made sweeping generalizations about the
impact of the culture industry, and since he did not systematically explore how the culture
industry operated, it has been generally easy for some to dismiss the idea of a culture
industry. It is nonetheless the case that motion pictures are still made by large companies
and that their movies largely rely on formulaic plots. It is also the case that radio is
increasingly controlled by a small number of companies, which tend to impose restrictions on
how stations operate. As a broadcast medium, television is very much related to both radio
and film, and shares with them qualities that situation it in the culture industry. While
there is a democratizing aspect to the Internet (in that anyone can create a web site), it
happens that the commercial companies operating on the Internet continue to maintain an
ideological function. For example, one seldom sees new stories on MSNBC or Yahoo that
would question the prerogatives of corporate America. A reexamination of the idea of the
culture industry may be necessary in order to theorize on how mass communication media
propagate dominant ideologies.
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7 Semiotics and Myth

7.1 Between Intelligence and Creativity

7.1.1 Barthes's Life

"Who does not feel how natural it is, in France, to be Catholic, married, and well qualified
academically?"1 This sentence--found in the book Roland Barthes par Roland Barthes, a
collection of Roland Barthes's autobiographical essays--encapsulates his general cynicism
about "the natural." This semi-ironic question might have originated from his own unique
life; he was a Protestant in a predominantly Catholic nation, an unmarried homosexual, and
a professor without a doctoral degree.

In 1948 he returned to the academic field. He held positions at the Institute Francais
in Bucharest in 1948 and at the University of Alexandria in Egypt in 1949. There, he
learned about structural linguistics from A.J. Gremas, a specialist in semantics, and had his
"linguistic initiation"2

7.1.2 Writing Degree Zero

As Todorov3 writes "It was very difficult to categorize Barthes's texts as belonging to one of
the principal types of discourse with which we are familiar, and which our society takes as
given," (in D. Knight, p. 124). It is difficult to define the category or categories in which he
would fit. First of all, he is frequently seen as a literary critic. Much of his early academic
achievement is composed of works of literary criticism written with a semiotic approach.
His later work would reflect his reading of Kristeva, Derrida, and others, and reflect more of
a post-structural position. The post-structural critiques find his most representative theme,
an argument regarding "the death of author".4 His books On Racine, Critical Essays, and
Sade, Fourier, Loyola are works that advance his thought on literature.

To some degree his literary criticism was influenced by Jean-Paul Sartre. The first book
that Barthes wrote, translated into English as Writing Degree Zero, is in part a response to
Sartre's What is Literature? This is important insofar as it would largely define Barthes's
approach not only to literature, but to other media, as well as culture in general.

In brief, in What is Literature Sartre called upon the writer's and reader's commitment
to not only their own, but also the human freedom but of others. In Writing Degree Zero

1 Thody, P. Roland Barthes: A conservative estimate.. Trowbridge & Esher., ,
2 Wasserman, G.R. Roland Barthes. G. K. Hall & Co., ,
3 in D. Knight (ed.) Critical Essays on Roland Barthes. G. K. Hall & Co., ,
4 S. Health (trans.) Rhetoric of the Image, in Image, Music, Text,. Noonday Press., ,
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Barthes explored this idea of commitment through a concern with form. Barthes's "notion
of writing concerns that which is communicated outside or beyond any message or content".
5 For Barthes, writing in its extreme form is "anticommunication."

Barthes was also a cultural theorist. His thoughts are affected by existentialism, Marxism,
structuralism and psychoanalysis. He developed these philosophical ideas and theories,
and in turn had influence on later theorists. He was impressed in particular by Saussure,
Levi-Strauss, Marx, and Jacques Lacan.

As Moriarty (1991) says, the label "theorist" as applied to Barthes is still reductive. With
journalistic passion, his activity as a theorist of semiology moves into popular culture. His
style as an essayist adopted other forms. He evolved a writing style that adopted both
novelistic styles and critical or political discourse. Even if his writings do not resemble a
typical novel, they offer everything the reader might desire from a novel. (Moriarty, 1991,
p.5)

Barthes did not establish any specific theory, but he can be considered as an important
thinker positioned between structuralism and post-structuralism. It is not only because of his
multilateral intellectual activities but also his continuous reflexive and critical consciousness
about "right here" where he belonged; as a "New Leftist" he said that he was both "Sartrian
and Marxist," which means "existential Marxist".6 He was critical about the platitudinous
and depthless criticism against bourgeois literature; as a poststructuralist, he tried to
overcome the limitations in structuralism.

7.2 Influenced by Saussure and Lévi-Strauss

7.2.1 Saussure and Barthes

Like many other structuralist scholars, Barthes was influenced by Saussure's structural
linguistics. To Saussure, the linguistic mechanism operates on two levels, the systematic
system and the variation by speaking actors. The former is called langue and the latter parole.
"Langue is the systematized set of conventions necessary to communication, indifferent to the
material of the signal which compose it; as opposed to it, speech (parole) is covers the purely
individual part of language" (Barthes, 1967, p.13). Barthes interprets Saussure's linguistic
system within the social dimension. The structure level, langue, is the social convention
or value shared through a society which is stabilized and standardized. On the contrary,
parole is flexible because it is the actual expression at the individual level. However, it is
considered 'relatively' flexible due to the fact that speech by an individual cannot be free
from the shared convention, the structure.

A language is therefore, ­a social institution and a system of values. It is the social part
of language, it is essentially a collective contract which one must accept in its entirety if
one wishes to communicate. It is because a language is a system of contractual values
that it resists the modifications coming from a single individual and is consequently a
social institution. In contrast to language, which is both institution and system, speech

5 Allen, G. Roland Barthes. Routledge, ,
6 Wasserman, G.R. Roland Barthes. G. K. Hall & Co., ,
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is essentially an individual act of selection and actualization. The speaking subject can
use the code of the language with a view to expressing his personal thought. It is because
speech is essentially a combinative activity that it corresponds to and individual act and
not to a pure creation. (Barthes, 1967, pp. 14-15)

Focusing on the systematic level, Sausurre distinguishes the language system into two parts,
the signified and the signifier. The signified is a concept or meaning which is expressed
through the form. The form is called the signifier, which is the external part of language.
For example, both the word 'dog' in English or 'gae' in Korean are the external forms
expressing the actual animal dog. Here, the actual animal, the concept in question, becomes
the signified. "I propose to retain the word sign (signe) to designate the whole and to replace
concept and sound-image respectively by signified (signifié) and signifier (significant); the
last two terms have the advantage of indicating the opposition that separates them from
each other and from the whole of which they are parts" (Saussure, 1959, in R. Innis (ed.), p.
37).

The correspondence of the concept/meaning to the external form is not in the destined
relation, but rather, in the arbitrary relation. It is not the inevitable internal relation but
the difference between the signs that operates the signifying system. Saussure (1960) argues
that "language does not reflect a pre-existent and external reality of independent objects, but
constructs meaning from within itself through a series of conceptual and phonic differences".7

According to Saussure, "meaning is produced through a process of selection and combination
of signs along two axes, the syntagmatic (e.g. a sentence) and the paradigmatic (e.g.,
synonyms), organized into a signifying system" (Barker, 2002, p. 29). As a grammatical set
of signs or the underlying systematic order, the syntagmatic comprises a sentence, and the
paradigmatic means a field of possible signs that can be replaced with one another. Despite
various possibilities in selecting the signs within the same paradigmatic, the selection is
also regulated by the consensus of linguistic community members. For an example of the
syntagmatic and the paradigmatic, let's consider the following sentence: "I went to a theater
with my girlfriend." This sentence is established through the linear combination of signs.
The signs within the example, such as I theater, my, and girlfriend can be substituted for
by other signs in the paradigmatic, such as "She went to a restaurant with her mother."
Through the syntagmatic and the paradigmatic, Saussure tells us that signs are operated
only when they are related to each other. "Crucially, signs do not make sense by virtue
of reference to entities in an independent object world; rather, they generate meaning by
reference to each other. Thus, meaning is understood as a social convention organized
through the relations between signs" (Barker, C., 2002, p. 29).

"It is central to Saussure's argument that red is meaningful in relation to the difference
between red, green, amber, etc. These signs are then organized into a sequence which
generates meaning through the cultural conventions of their usage within a particular
context. Thus, traffic lights deploy 'red' to signify 'stop,' and 'green' to signify 'go.' This is
the cultural code of traffic systems which temporally fixes the relationship between colours
and meanings. Signs become naturalized codes. The apparent transparency of meaning (we
know when to stop or go) is an outcome of cultural habituation, the effect of which is to
conceal the practices of cultural coding".8 As Barker explains, even though there might be

7 Barker, C. Cultural studies: Theory and practice. Sage, ,
8 Barker, C. Cultural studies: Theory and practice. Sage, ,
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infinite possibilities to change the relation between the signified and the signifier due to
its arbitrariness, this relationship is limited and stabilized through consensus within the
particular social and historical contexts. Even though Saussure's study itself is limited
to linguistics, it suggests the possibility of the study of culture as signs. Barthes is one
of the most popular scholars who expanded Saussure's concepts to interpreting cultural
phenomenon as "codes."

7.2.2 Lévi-Strauss

Lévi-Strauss is another structuralist who influenced Barthes. Lévi-Strauss was an anthro-
pologist who applied Saussure's theory to anthropological areas of study, such as kinship.
"Although they belong to another order of reality, kinship phenomena are of the same type
as linguistic phenomena" (Lévi-Struass, 1963, in R. Innis, p.113). Lévi-Strauss accepted
Saussure's idea that "Language (langue), on the contrary to speech (language), is a self-
contained whole and a principle of classification. As soon as we give language first place
among the facts of speech, we introduce a natural order into a mass that lends itself to
no other classification the norm of all other manifestations of speech" (Saussure, 1959, in
R. Innis (ed.), p.29). He went further, however, by conceptualizing language itself as the
production of its society.

Like Saussure, Lévi-Strauss focused on the structure of language, and sought to find the
hidden structures that he believed to exist in archetypes. Based on the laws of language
underlying speech, he specifically tried to uncover the underlying substructure of various
cultural phenomena such as customs, rites, habits, and gestures - "phenomena which
themselves said to be intrinsic to the creation of language" (Kurzweil, 1982, p. 64). He also
examined the underlying structure of the myth. "Its substance does not lie in its style, its
original music, or its syntax, but in the story which it tells. Myth is language, functioning on
an especially high level where meaning succeeds practically at 'taking off' from the linguistic
ground on which it keeps on rolling" (Lévi-Strauss, 1955, in H. Adams & L. Searle (Eds.), p.
811).

Kurzweil (1982) indicates that Barthes questioned why the dimensions of time often become
irrelevant for creative writers. This question is very similar to that of Lévi-Strauss, who
wrote, "With myth, everything becomes possible. But on the other hand, this apparent
arbitrariness is belied by the astounding similarity between myths collected in widely different
regions." Lévi-Strauss (1955) explains this problem, "Therefore the problem: If the content
of a myth is contingent, how are we going to explain the fact that myths throughout the
world are so similar?" (p. 810). It seems natural that Barthes was attracted to Lévi-Strauss's
findings of the similarities between tribal myths in discrete cultures, as well as between
structural elements in the lives and tales of diverse tribes.

Through his work, Lévi-Strauss believed that there would be one universal system connecting
all myths and all societies. Barthes, despite not being a Marxist, but working as a scholar
who wanted to reveal the false notions in petite-bourgeois ideology, adopted Levi-Strauss's
systemic approach (Kurzweil, E., 1982, p. 64-69). He expected to analyze all past and future
creative acts and works through the language their authors used, and argued that these
authors were no more than expressions of their times and societies (Kurzweil, E., 1982, pp.
64-69).
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7.2.3 Barthes goes further

Barthes was able to expand upon the work of these scholars. His classified concepts, such
as Language and Speech, Signified and Signifier, Syntagm and System, Denotation and
Connotation (Barthes, 1968, trans. Cape, J., p. 12) expanded on Saussure's work. For
example, he added the concept of "the motivated" as the middle concept between "the icon"
as only one functional meaning and "the arbitrary" as infinite possible meanings. "The
motivated is carefully defined by accepted conventions; national flags or uniforms are begin
to merge into the motivated when they give rise to the wearing of civilian clothes that have
a complex but nevertheless very clear set of associations in the particular society in which
they have grown up." 9

Also, while Lévi-Strauss sought for the universality throughout all different kinds of myths,
Barthes emphasized on the potential of difference as a role of language, especially in his
later thought. Barthes thus becomes a link between structuralism and post-structuralism.

7.3 Barthes and mass communication

In Communication Studies, the reason Roland Barthes can be considered an important
scholar is that he applied linguistic rules to general cultural codes, from a magazine "text"
to an "image" in advertisements. His approach to cultural products becomes a good example
in today's Cultural Studies, Critical Communication and various semiotic analyses of media
programs or in Visual Communication field.

Books most related to media culture among Barthes's writings are Elements of Semiology
(1964), the Fashion System (1967) and Mythologies (1957). These are perhaps the most
"structuralistic" of his works.

7.3.1 Elements of Semiology

Elements of Semiology does not analyze popular culture directly. Rather, Barthes shows
his critical interest in mass culture, writing about the value of semiological analyses of
mass cultural products in an era of mass communication. "The development of mass
communications confers particular relevance today upon the vast field of signifying media,
just when the success of disciplines such as linguistics, information theory, formal logic and
structural anthropology provide semantic analysis with new instruments" (Barthes, 1964, p.
9).

With Elements of Semiology, Barthes introduced four classifications of the elements that
create the process of semiological analysis. These classifications are borrowed from structural
linguistics, and consist of the categories of language and speech, signified and signifier,
syntagm and system, and denotation and connotation (Barthes, 1964).

Language and Speech

9 Thody, P. Introducing Barthes. Totem Books, ,
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Barthes (1964) applied the concepts of language, or the part of the semiological system
which is agreed upon by society, and speech, or the individual selection of symbols, to
semiological systems. The application of these concepts can be applied to the semiological
study of the food system. According to Barthes (1964), a person is free to create their own
menu, using personal variations in food combinations, and this will become their speech
or message. This is done with the overall national, regional, and social structures of the
language of food in mind (Barthes, 1964). Barthes (1964) then expanded on Saussure’s
terms, by explaining that language is not really socially determined by the masses, but is
sometimes determined by a small group of individuals, somewhat changing the relationship
of language and speech. Barthes (1964) claims that a semiological system can essentially
exist in which there is language, but little or no speech. In this case, Barthes (1964) believes
that a third element called matter, which would provide signification, would need to be
added to the language/speech system.

Signifier and Signified

For Saussure (1959), the signified was a representation of a concept, while the signifier was
used to represent the sound-image of that concept. Barthes (1964) points out that the
importance of both the signified and the signifier is the relationship between them; it is
within this relationship that meaning is created. “. . . that the words in the field derive their
meaning only from their opposition to one another (usually in pairs), and that if these
oppositions are preserved, the meaning is unambiguous” (Barthes, 1964, p. 38). Out of
this relationship, the sign is created. Saussure (1959) considered the sign to be arbitrary in
nature, based primarily on the relationship between the signified and the signifier. Barthes
(1964) explained that the sign can no longer be arbitrary when semiological systems are
considered. Instead, Barthes shows that once a sign takes on a function or use, it will gain
its own meaning in the process. “. . . as soon as there is a society, every usage is converted
into a sign of itself” (Barthes, 1964, p. 41). The sign can actually lose its arbitrary nature
and become motivated (Barthes, 1964).

Syntagm and System

Barthes (1964) defines the syntagm as a linear combination of signs. Within semantic
analyses, this would be something like a sentence, where each term is related to the other
terms within the phrase (Barthes, 1964). The syntagm is compared to the system, which
explains associations on the same level, such as how certain words relate to the meaning
of other words within our minds, as in the case of the relations between “education”
and “training” (Barthes, 1964, p. 58). Barthes expands upon these ideas by applying
them semiologically to various systems, including food. With food, the systematic level
becomes the various dishes within a particular category (i.e. types of desserts), whereas
the syntagmatic level becomes the menu choices selected for a full meal (Barthes, 1964).

Denotation and Connotation

The terms denotation and connotation were used by Barthes for examining the relationships
between systems. Each semiological system can be thought of as consisting of an expression,
a plane of content, and a relation between the two (Barthes, 1964). A connotation then
examines how one system can act as a signifier of this first relation, specifically how it
represents the expression within the first system (Barthes, 1964). These elements were
particularly useful for examining relations between systems of symbols, rather than just
relations between elements.
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Despite the theoretical discussion, Elements of Semiology offers Barthes's own interpretation
about the political or existential conditions. He recommends a "total ideological description"
(Barthes, 1964, p. 46) of the culture to "rediscover the articulations which men impose on
reality" (Barthes, 1964, p.57). "Semiology will describe how reality is divided up, given
meaning and then 'naturalized' (Barthes, pp. 63-4), as if culture were nature itself." (Rylance,
1994, p. 38)

7.3.2 The Fashion System

Barthes most bitterly denounces consumerism in the Fashion System. "In the Fashion System,
he asked how the fashion model projects what clothes are to be worn (and bought); what
effect (of luxury and availability to all) the expensive production of the magazines themselves
produces on readers; how color, texture, belts, or hats, depending upon their combination,
transmit messages in relation to morning or evening activities; and how we thereby learn
that there are rules of dress for every occasion-rules that parallel the transformations and
oppositions we know in language. Barthes expected to reconstruct all the social implications,
codes, and messages hidden in the literature on fashion" (Kurzweil, E., 1982, p. 72).

Although this work is worthwhile in that the fashion magazine of mass culture can be
analyzed with the same method as the so-called high culture is, Barthes failed to distinguish
the commercial and the popular. Kurzweil (1982) indicates that Barthes also failed to
distinguish between what is just sold and what people actually do with it, i.e., what people
do with consumer goods, apart from buying them.(p.75) This negative attitude toward mass
culture and consumerism was a common tendency of leftist intellectuals in Europe at that
time. It also helps explain why intellectuals at that time called cultural products mass
culture, and not popular culture.

7.3.3 Mythologies

Mythologies is a compilation of a series of articles, which were originally published in the
magazine Les Lettre Nouvelles between 1953 and 1956. Even if it is not a theoretical
work, it is perhaps the most influential of all Barthes's writings, particularly in relation to
Communication Studies. Barthes's biographer even suggests that in France, Mythologies
influenced not just journalists and critics, but novelists and the film-makers of the "New
Wave," especially Godard (Rylance, R., 1994, p.43).

In Mythologies, inconsistent subjects, such as wrestling, photographs, film or wine are all
treated as myth. These diverse subjects can be bound together, as Barthes did not intend
to talk about the subjects themselves, but to show how their underlying messages can be
circulated and naturalized. The subjects treated in Mythologies share a similar circulation
process within mass culture.

For example, professional wrestling carries two messages, "wrestling as sport" and "wrestling
as spectacle".10 Barthes compares professional wrestling with Greek theater to demonstrate
that audiences are not so much interested in athletic contests as they are in a cathartic,

10 Thody, P. Introducing Barthes. Totem Books, ,
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Manichean performance. These double messages are shared by the audience as well. Audi-
ences are not only accustomed to the conventions of wrestling but also take pleasure out of
the double nature of wrestling. Barthes reflects that a wrestling match is not merely an
aesthetic act but has ideological significance as well, just as is the case with the realistic art
enjoyed by the petit-bourgeois.

In the case of wine, he argues that the wine is signified as of Frenchness or of virility in
French culture but in fact, the image of wine is a mystification. Knowledge about types
of wine obscures the fact that wine is not so different from other commodities produced
under capitalism, and lands in North Africa and Muslim laborers, neither of which are of
Frenchness, are exploited in its production.

Barthes (1972) also examplified the advertisement of soap in order to show such mystification
The advertisement compares two brands with each other and sheds light on the issue of
selection between two brands as a matter of importance. It blurs the fact that both brands
are actually produced by the same multinational company. Through these examples in mass
culture, he suggests the consistent argument that "a message is read into some substance,
custom or attitude that seemed to carry its own justification in terms purely of practical
use. The message thus revealed turns out to be concealing the operation of socio-economic
structures that require to be denounced, both because they are concealing their identity and
because that identity is inherently exploitative" (Mortiary, 1991, p. 21).

7.3.4 "Myth Today" in Mythologies

As the concluding chapter in Mythologies, "Myth Today" combines the various cases into a
unified theoretical idea. Here, Barthes conceptualizes myth as "a system of communication,
that it is a message cannot be possibly be an object, a concept, or an idea; it is a mode
of signification, a form" (Barthes, 1972, p. 109) Also, he analyzes the process of myth
concretely, presenting specific examples.

Based on Saussure's definitions, Barthes argues that signification can be separated into
denotation and connotation. "Denotation is the descriptive and literal level of meaning
shared by most of members within a culture; connotation, on the other hand, is the meaning
generated by connecting signifiers to the wider cultural concerns, such as the beliefs, attitudes,
frameworks and ideologies of a social formation."11

Myth is the signification in connotative level. "Where connotation has become naturalized as
hegemonic, that is, accepted as normal and natural, is acts as conceptual maps of meaning
by which to make sense of the world. These are myth." 12 If a certain sign is adopted
repetitiously in the syntagmatical dimension, this particular adoption is seen as more
suitable than applications of other alternatives in the paradigmatic. Then, the connotation
of the sign becomes naturalized and normalized. Naturalization of myth is nothing but a
cultural construct.

Myth is "a second-order semiological system. That which is a sign in the first system (namely
the associative total of a concept and an image) becomes a mere signifier in the second"

11 Barker, C. Cultural studies: Theory and practice. Sage, ,
12 Barker, C. Cultural studies: Theory and practice. Sage, ,
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(Barthes, 1972, p. 114) Barthes defines the sign in the first-order system, or language, as
the language-object, and the myth as metalanguage.

In order to advance his argument, he uses two examples, that of a sentence in Latin
grammar textbook and a photograph of a black soldier. The signified of the sentence and
the photograph in the first-order system disappears when the sign becomes the form for the
concept in the second-order system. The sentence loses its own story and becomes just a
grammatical example. The factual discourse about the young black soldier is also obscured
by the lack of context concerning French imperialism. According to Barthes's table (Barthes,
1972, trans. A. Leavers, p. 115), the examples can be drawn like below.

table 1. Barthes's model

Language 1.signifier 2.signified
3. sign

MYTH SIGNIFIER (FORM) SIGNIFIED(CONCEPT)
SIGN (SIGNIFICATION)

table 2. example 1: Latin grammar "quia ego nominor leo"

Language
1. signified 2. signified
(quia ego nominor leo) (because my name is lion)
3. sign

MYTH
SIGNIFIER (FORM) SIGNIFIED (CONCEPT)
(because my name is lion) (I am a grammatical example)

SIGN (SIGNIFICATION)

table 3. example: photograph

Language
1. signifier 2. signified
(photograph of black
soldier saluting)

(A black soldier is
giving the French salute)

3. sign

MYTH
SIGNIFIER (FORM) SIGNIFIED (CONCEPT)
(A black soldier is
giving the French salute)

(Great French empire,
all her sons equal, etc.)

SIGN (SIGNIFICATION)

The signification of myth deletes the history or narrative of the sign and fills up the empty
space with the intentioned new meaning. "Myth is thus not just a message, but a message
that is political by depoliticizing. It turns history into essence, culture into Nature, and
obscures the role of human beings in producing the structures they inhabit and thus their
capacity to change them" (Moriarty, 1991, p. 28)
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7.3.5 Rhetoric of the Image

As Barthes says in Mythologies, "We must here recall that the materials of mythical speech
(the language itself, photography, painting, posters, rituals, objects, etc.), however different
at the start, are reduced to a pure signifying function as soon as they are caught by myth"
(Barthes, 1972, p. 114). He applies his semiological analysis into other visual materials. For
instance, in the Panzani advertisement analyzed in "Rhetoric of the Image," he analyzes
three kinds of message: a linguistic message, a coded iconic message, and a non-coded
iconic message (the cultural message). He also reflects about the relationship between
linguistic message and image. He devised the concepts of "anchorage" which is the faculty
for the linguistic message to control the meaning of the image, and "relay," the supportive
relationship of text and image. Anchorage and relay are useful conceptual tools in analyzing
media products such as news, advertisements, or soap operas.

7.4 "Lived in the plural"

7.4.1 Shift to post-structuralism

According to many commentators, by the end of the 1960s, Barthes's work shifted from
structuralism to post-structuralism. Although it can be valued in that it turns theoretical
reorientation from the value of the individual unit towards system, function and structure,
structuralism has been criticized due to its methodological limitations. Two of the main
problems of structuralism were that the overemphasis on how to function results in the
negligence of reflection on history or value-judgment, and also that it ignores the individual
agency-parole, pragmatic etc., focusing too much on structure or system-langue, syntagmatic.
As a result, the post-structuralism school began to challenge the "objectivity" which was
assumed in language as "a reliable yardstick for the measurement of other signifying system,"
even though they agreed with the argument of structuralism that "analysis of language is
central to any modern intellectual project" (Rylance, 1994, p. 66)

As Rylance (1994) says, "Barthes's structuralism, as well as resuming earlier themes, contains
a number of his later anti-structuralist positions."(p.32) For example, "despite his agreement
with Saussure's concepts, 'langue' and 'parole' in Elements of Semiology (1964), Barthes
casts doubt on their limitation; he realizes that it also downgrades individual language use
and the model is undeviatingly controlling which langue controls parole, asking 'if everything
in langue is so rigid, how does change or new work come about?'" (Rylance, 1991, p. 40).
Barthes was consistently aware of problems of structuralism and eventually gave up parts of
it in his later works.

"Instead of having one stable denotive meaning, signs are said by the later Barthes to
be polysemic, that is, they carry many potential meanings."13 In his later days, Barthes
difinitely emphasized in the difference rather than focusing on repetition. He focuses more
on the text, aware of the cleavage between writer and writing.

His shift can be understood as a rethinking of the biased preposition of the language systems.
"Despite his anti-idealist view of the subject as a product of cultural forces rather than an

13 Barker, C. Cultural studies: Theory and practice. Sage, ,
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origin, his hedonistic idea of the body in Pleasure of the Text (1975) re-centers the self as
a transhistorical source of meaning." (Haney, 1989, in Semiotica, p. 313) This admits the
relative autonomy of the parole from the langue. At the same time, it opens the plurality of
meaning. This is revealed in his discussion about writing and reading.

7.4.2 Writing and Reading

Barthes argues that writing lies in between the historical and the personal. The text is thus
the interplay between the writer's freedom and society. "A language and a style are data
prior to all problematic of language; but the formal identity of the writer is truly established
only outside of permanence of grammatical norms and stylistic constraints. It thus commits
the writer to manifest and communicate a state of happiness or malaise, and links the form
of his utterance, which is at once normal and singular, to the vast History of the Others"
(Barthes, 1968, p.14; Haney, W. 1989, p. 319)

His thought about reading further expands the potential of meaning. He separates reading
into two categories, the "writerly/scriptable" and the "readerly/legible." The writerly reading
means that a reader participates actively in producing meanings as if he/she re-writes the
text. "The text which makes this activity possible resists being appropriated by paraphrase
or critical commentary because it escapes conventional categories of genre, and hence cannot
be read as a representation, cannot even be reduced to a structure." (Moriarty, 1991, p. 118)
A reader finds pleasure from reading the writerly text. The readerly text is opposite to the
writerly, which makes the reader passive in interpreting the text.

7.4.3 Camera Lucida

The pleasure of interpretation by the interplay between langue and parole or the history and
the individual creation is also applied to his speculation about photography. Camera Lucida
a meditation on the photographic, was to be his last work. In this Barthes examined two
elements that for him comprised the meaning of image, the studium and the punctum. The
studium of a photograph presents meanings which are culturally coded, and corresponds to
the photograph's symbolic meaning. The punctum, on the other hand, disturbs the obvious
meaning in photographs. It "puntuates" the meaning of the photograph. For example, in
a Lewis Hine photo, Barthes points to a girl's bandaged finger, and a boy's collar. The
problem, as Barthes was aware, is that when Barthes points out these details, they move
from the status of punctum to that of studium.14

As the writerly reading touches the creative participation of readers in interpreting the
text, the image also can be the writerly text which arouses the pleasure of interpretation
of appreciator thanks to puctum. According to Barthes, studium is always coded, while
punctum is not.

Even though they retain their heterogeneity to each other, they are not opposed to each
other. The "subtle beyond" of the punctum, the uncoded beyond, exists with the "always
coded" of the stadium. (Derrida, 1981, in Knight, 2000, pp. 130-131)

14 Allen, G. Roland Barthes. Routledge, ,
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7.5 Conclusion

Roland Barthes had lived with his mother for much of his life. After her death in 1977 he
reflected, "From now on I could do no more than await my total, undialectical death" (cited
in Allen, 2003, 134). In March of 1980 he was struck by a laundry truck, and died after a
month in hospital.

Barthes's thought is inter-related with the arguments of other post-structuralists. Later in
his career Barthes sought to define langue and parole as discrete but intermingled entities.
The interplay of the contradictory elements happens between writer and history, text and
audience, or the structured and the abrupt widens the horizon of meaning.

Barthes is enigmatic in that both the focus of his work and writing style are hard to
concretely define. He "lived in the plural" (Derrida, 1981, in D. Knight, (ed.), p. 132) As
Todorov (1981) commented, "No one would ever again think of Barthes as a semiologist, a
sociologist, a linguist, even though he might have lent his voice to each of those figures in
succession; nor would they think of him as philosopher or a 'theorist'" (in D. Knight (ed.) p.
125). Barthes nonetheless was a semiologist, sociologist, linguist and a theorist.

Barthes is important to the field of Critical Communication in that he applied a semiological
approach to media culture. His thought can also be regarded as a foundation for empirical
research about the relationship between messages and audiences, in that he argued for the
plurality of the message meaning produced through the interwork of structure and agency.
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8 Orality and Literacy

This paper serves as an analysis of the contribution of Walter J. Ong, S. J. It serves as an
overview of his work as it relates to the discipline of Communication. The chapter draws
heavily from the work of Soukup (2004) and Farrell (2000) as their contribution to the
scholar is impressive and thorough. Specifically, the chapter draws from the framework
of contribution from Soukup’s (2004) article, which identifies Ong’s contribution in five
specific ways throughout a 60 year academic career. In addition to Ong’s contribution to
the discipline, the paper also serves to examine the influence wielded by Ong over his career
on other scholars. It also serves to examine the influence peers on Ong’s career.

8.1 An Historical Review of Ong

The discipline of Communication is filled with scholars who have made a significant contri-
bution to advancing the field. Walter J. Ong, S. J. would certainly have to be mentioned as
being one in such a category of scholars. In order to develop an appreciation for him as a
scholar it is important to know where he came from. There are few who have such a unique
background. He was a scholar who not only pursued the academic end of education, but also
pursued a formal spiritual education. His background is impressive to read academically:
B. A. in Classics (Rockhurst College, 1933); B. A. in Philosophy (St. Louis University,
1941); Theology degree (St. Louis University, 1948); M. A. in English (St. Louis University,
1941); Ph. D. in English (Harvard, 1954) (Soukup, 2004). The resume of degrees is worth
mentioning because it provides a backdrop of the diversity of formal education that Ong had
achieved throughout his lifetime. According to Wikipedia, Reverend Ong was, “a world-class
thinker known today as an honorary guru among technophiles, was a Jesuit priest, professor
of English literature, cultural and religions historian, linguist, and philosopher” (Retrieved
September 30, 2005, from http://en.wikipedia.org/wiki/Walter_Ong). White (as cited
in Farrell, 2000) further identified that Ong’s contribution to scholarship touched on five
specific areas: literary studies, communication, theology and religious studies, psychology,
intellectual history, and linguistics. The broad spectrum of knowledge produced by such a
unique individual is what further promotes conversation about his influence and his legacy
over time.

8.2 Framing the Chapter

Ong’s many contributions to the discipline over his 60-year career cannot be easily condensed
into a brief chapter. Soukup (2004) identified five specific parameters of his contribution
that this chapter will adopt for framing purposes: historical studies of rhetoric; visual images
and habits of thought; the word; stages of communication media; and finally, digital media
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and hermeneutics. These contributions tie into the study of communication. In addition
to the work of Soukup, the chapter will also draw from the insight of Farrell (2000). Both
scholars provide excellent commentary on Ong and his influence on communication and
related disciplines. Interwoven within the chapter will be the mention of other scholars who
were seen to be influences, peers, and understudies of Ong. The reality of Ong’s legacy is a
strong testament to a solid career in scholarship.

8.3 Ong and His Historical Studies of Rhetoric

In an interview with Soukup (personal communication, September 16, 2005) it is clear
that the framed parameters of Ong’s contribution to the discipline are connected to the
development of his academic career. It is important to note at this point that mapping
Ong’s career academically through an historic paradigm would serve the reader best. One
can get a better feel for the development of his thought processes over time as well as an
understanding of those who influenced (or were influenced by him) along the way. A starting
point would bring us to Ong’s examination of rhetoric through historical frames. Ong’s
Harvard dissertation focused on scholar Peter Ramus (1515-1572), a 16th century Parisian
professor and educational reformer (Soukup, 2004). While at Harvard, Ong focused on
Ramus’ interest in the development of the printing press and his focus on the question of if
we should be re-thinking the way in which rhetoric was taught. Soukup summarized Ong's
focus on Ramus and his studies of rhetoric:

The study of Ramus plays a central role in Ong’s thinking about communication, one
that extends far beyond the history of rhetoric. From classical times through the
Renaissance, rhetoric defined not only how people spoke, but how people analyzed and
solved problems. In many ways, because rhetoric more or less defined education, it
defined, through education, the dominant ways of thinking. Several changes occurred
shortly before or during Ramus’s lifetime. Ong noticed two key changes in western
thought, manifest in Ramus’s writing: a shift away from rhetoric (with its emphasis on
probable knowledge) to logic (with its emphasis on proofs and truth); a shift from hearing
spoken argumentation to see a written demonstration. And Ong noticed how printing
changed the school environment. It was here that Ong first made the connection between
communication form (hearing, seeing), communication media, and thought processes.
(2004, p. 4)

Ramus was a part of something that Ong found interesting. Western thought was making a
transition away from rhetoric that could be seen in terms of logical probability in discussion,
to logic that was grounded more in seeking concrete truth and proof for reasoning. A
good resource concerning the history of rhetoric and Western thinking comes from the
work of the editors Golden, Berquist, Coleman & Sproule (2004). The text maps the
development of rhetoric within a western context of thinking, providing a great overview of
the history of rhetoric in the west. Further, the idea of written demonstration as opposed to
spoken argumentation was in some ways a shift of preference. A review of Ramist Rhetoric
from Ong (1958a) demonstrated a sort of mapped explanation of the transition of rhetoric
(specifically, Ramist Rhetoric is Chapter Twelve). Soukup (2004) mentioned it extensively.
The transitional development of rhetoric in comparison to logic was anything but a source
of absolute clarity. Farrell (2000) further noted that such an analysis from Ong was focused
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on the contrast of expression that dealt with both sound and sight. It would be foolish
to consider the transition smooth and marked. The shift in cultural learning is one that
mapped over time. It was more a process than a marked chasm or divide. Ong (1971a)
stated that, “there is no total theoretical statement of the nature of either rhetoric or logic,
much less their interrelation. Conceivably such a statement might finally be achieved at the
end of history, when rhetoric and logic would be outmoded” (p. 7). Ong’s comment seemed
more in line with the idea that hindsight and retrospect will have the final say when either
of the approaches to knowledge and learning would seem obsolete.

Historically, Ramus derived a good deal of thought strongly relative to the transitional shift
from that of logic to proof. In some respects, Ong saw Ramus as a product of the times in
which he lived. Soukup (2004) commented:

Ramus was above all a teacher and that shaped his approach to developing both his
dialectic and his rhetoric in an age when printing changed the school environment. He
lived at a time when science also changed the learning environment. (p.6)

Ong (1958a, 1958b) noted the transition of Ramus away from knowledge through the
traditional form of instructional teaching to that of objects and diagrams. The thought of
knowledge derived through diagrams and objects is the direction that Ramus seemed headed
toward. Inclusive within this shift is the awareness of how we arrive at knowledge. The
pedagogical shift here is important. In the transition, knowledge can be derived from the
visual perspective as well as that of the oral perspective. Seeing diagrams, objects, and
symbols in print to arrive at knowledge is what ultimately what Ong focused in on. Much
of this can be attributed to the development an invention that rocked society in its ability
to learn, distribute, and store knowledge in Ramus’s lifetime—the printing press.

Printing was changing how people learned, and it was happening in Ramus’s lifetime. In
terms of why Ong focused in on this particular aspect, something from his cultural/spiritual
background began to emerge. Ong had a background in biblical studies (he was a Roman
Catholic priest). He was interested with the difference in learning attributed to Hebrew
culture and to Greek and Latin culture (P. Soukup, personal communication, September 16,
2005). Soukup commented on the idea that Hebrew culture was much more focused on sound
and the spoken word. He further mentioned that the Greek and Latin culture of learning was
more visual, focused on image. Ong focused in on how Ramus analyzed the transition away
from oral as a primary form of comprehension to literate and the incorporation of visual
images. Ramus became entrenched with the aspect of printing and was widely seen as a
publishing and pedagogical guru (Soukup, 2004). This focus of transformation of knowledge
became a continued theme that he would work closely with and develop further throughout
his career. A brief quote from Ong (1968) made this apparent:

We have reached a period today when the accumulation of knowledge has made possible
insights of new clarity and depth into the history of knowledge itself. Growth of knowledge
soon produces growth in knowledge about knowledge, its constitution, and its history,
for knowledge is of itself reflective. Given time, it will try to explain not only the world
but itself more and more. (p. 8)

Ong's assessment of Ramus is exhaustive. It is strongly encouraged that if the reader finds a
greater interest in this particular area of commentary, they should seek out Soukup’s (2004)
article as well as a copy of Ong’s dissertation and additional commentary. His contribution
to the examination of rhetoric is amazing. Ong was impressive in his analysis of Ramus and
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the contribution he made to the development of knowledge, primarily through a transition
from orality to literacy via the significant development of the printing press. So powerful
and striking was Ong’s analysis of Ramus that McLuhan (1962) cited him extensively in his
influential book, The Gutenberg Galaxy: The Making of Typographic Man. McLuhan is a
central figure in the discipline, and was instrumental in guiding Ong in the move to Harvard
where he pursued his Ph.D. in English. Refer to the work McLuhan (1962, 1964) and Neil
(1993) regarding McLuhan, as he is widely instrumental in advancing the field.

The influence of Ong’s thoughts relative to the history of rhetoric can be felt even today.
The work of Poster (2000), Moss (2004), Youngkin (1995), Kaufer & Butler (1996) serve as
examples of many scholars who have followed and contributed further to Ong’s assessment
of rhetoric. There is much more that could be said regarding this section of Ong’s influence
and scholarship. However, there is more that must be said in different areas regarding Ong’s
influence in 60 years of work.

8.4 Visual Images and Habits of Thought

Ong went on from his dissertation to leave a rather large impression on the discipline. As
touched upon briefly in the commentary of his analysis of Ramus, Ong began to focus
on the shift from oral to visual in learning. As Soukup (2004) notes, rhetoric shaped the
thought process of society through its use in education. As a pedagogical tool, it helped
people create and transmit knowledge. Over time however, the process of learning and
obtaining knowledge and information began to look different. This section will focus on the
transformation of learning and knowledge throughout time.

Over time, the way we learn has changed. Ong (1962a) was very interested in this, particularly
when it came to analyzing a transformation of knowledge from that of spoken word to that
of text:

In many ways, the greatest shift in the way of conceiving knowledge between the ancient
and the modern world takes place in the movement from a pole where knowledge is
conceived of in terms of discourse and hearing and persons to one where it is conceived of
in terms of observation and sight and objects. This shift dominates all others in Western
intellectual history, and as compared to it, the supposed shift from a deductive to an
inductive method pales into insignificance. For, in terms of this shift, the coming into
prominence of deduction, which must be thought of in terms of visual, not auditory,
analogies—the ‘drawing’ of conclusions, and so on, not the ‘hearing’ of a master—is
already a shift toward the visual and a preparatory step for induction, from which
deduction was never entirely separated anyhow. Stress on induction follows the stress on
deduction as manifesting a still further visualization in the approach to knowledge, with
tactics based on ‘observation,’ and approach preferably through sight. (pp. 70-71)

Learning in the Western tradition shifted from being centered on discourse to observation
and sight, bringing rhetoric and logic together. Rhetorical pedogogy relied on discourse and
apprenticeship with a master teacher. The shift to observational approaches allowed for
collective growth of knowledge, rather than reliance on a group of earlier "masters." As the
process of learning develops, the ability for those to not simply learn from a master, but
to learn from observation and drawing conclusions promotes logic rather than discourse.
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Likewise, there evolves a shift in focus from the guiding teacher to the autonomous learner.
This analysis was only one of a number of reformist critiques of education; such reforms are
common throughout history. As Ong (1962b) pointed out:

Everybody today, it seems, wants to reform education. It would be interesting if this
ambition were a mark of our times. But it is not, for an ambition to reform education is
found in most of the ages known to civilization. (p. 149)

When Ong analyzed Ramus in terms of the transition of knowledge from that of rhetoric to
logic, there is a sense of understanding that knowledge framed in rhetoric must cause the
learning culture to remember words. In other words, when cultures are primarily learning
through words, the importance of holding to words is imperative. Havelock (1963), a
contemporary of Ong, commented on repetition as of extreme importance in oral culture.
Ong would agree with Havelock’s assessment (Soukup, 2004). When cultures emphasize
rhetoric as the primary form of learning, it is of absolute importance that the words of
importance be seized upon and remembered, for that is where learning takes place. An
analysis of where Ong draws this transition of learning seems most prominent in the
Renaissance (That this is a commentary on Western learning. The writer acknowledges a
variety of other types of learning, but Ong’s commentary on the Renaissance focuses on
Western learning). The main transition of learning that takes place here is one from the
emphasis of recall to the ability to refer to text (Soukup, 2004). The emphasis on text as
opposed to oral recall could serve to expand the base of knowledge in an exponential way.
The process of communicating and retaining information was not about what one might
be able to store within the individual mind, but the idea of referring to text as a source of
information and knowledge truly served to change a culture making such a transition. This
was the case of the Renaissance. Learning took on new forms of visual recognition and recall
which Ong (1977a) elaborated on further and termed as being a sort of visual retrieval.

As the ability to obtain knowledge and to learn changed in such a way as mentioned above the
base rate at which knowledge was obtained changed. The approach to obtaining information
was different. No longer did pressure reside within individual recall, but the ability to recall
text became more of a focus. In essence, the Renaissance made a significant change in the
approach to learning and the dissemination of knowledge. In a rather interesting sort of
commentary, Ong (1977b) wrote about how our expression of words has changed to indicate
that we are more of a visual culture. Soukup (2004) stated:

Ong summarizes the effects of visualism on thinking, going so far as to show its history
in the vocabularies we use. As with rhetoric, the way we talk reveals, in some ways the
way we think. His list of visual words ‘used in thinking of intellect and its work’ includes
‘insight, intuition, theory, idea, evidence, species, speculation, suspicion, clear, make out,
observe, represent, show, explicate, analyze, discern, distinct, form, outline, plan, field of
knowledge, object’ and many others. (p. 8)

The use of such words reflects the visual and logical frame of learning in Western society.
The words are marked with visual representation of obtaining knowledge. They reflect a sort
of mapping out that takes place in providing a framework of learning and comprehension.
Realizing the thought process that goes into mapping this sort of differentiation in learning
and fostering knowledge causes one to appreciate the mind that Ong possessed in coming to
such a conclusion.
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Faigley (1998) mentioned Ong and the works of others mapped to the development of visual
thought and the dichotomy of oral versus visual. Within the article, Faigley cited the works
of other scholars linked to Ong and this particular subject matter worth noting. The work
of Goody (1977), Goody & Watt (1963), Innis (1951), and Havelock (1982) are worth noting.
When it comes to idea of the communication and learning (particularly the development of
the visual), Goody, Innis, and Havelock come up as well and could be seen as peers working
in and around the same time as one another in these particular areas. The work attributed
to the scholars above syncs well with the development of culture from oral (learning through
sound) to literate (learning through sight and print), which is at the heart of Ong’s (1982)
text.

8.5 The Word

While much of the focus in the first couple of sections of this chapter focuses in on a sort
of transformation from oral to visual, Ong maintained a steadfast appreciation for the
importance of the word and what surrounds it. The sound associated with our use of words
is still a focal point of scholarship. Ong was quite particular in focusing on words, their
sound, and what they in fact seemed to reveal about the interior condition of the individual
(Soukup, 2004). Ong (1962c) stated:

There is, indeed, no way for a cry to completely exteriorize itself. A mark made by our
hand will remain when we are gone. But when the interior—even the physical, corporeal
interior, as well as the spiritual interior of consciousness—from which a cry is emitted
ceases to function as an interior, the cry itself has perished. To apprehend what a person
has produced in space—a bit of writing, a picture—is not at all to be sure that he is
alive. To hear his voice (provided it is not reproduced from a frozen spatial design on a
phonograph disc or tape) is to be sure. (p. 28)

Soukup (2004) pointed out the significance of the interior as it related to Ong. Essentially,
the interior refers to what is happening within the individual. A glimpse of the interior
can be revealed to us as a society through the words and sounds coming up from out of
the individual. It may not completely reflect the condition within the individual, but it
serves to give us insight. Ong’s commentary of the word is occurred during a period of
time when other scholars were touching on similar ideas. Lord (1960) and Havelock (1963)
were mentioned in Farrell’s (2000) commentary of Ong, seeing him as a sort of cultural
relativist. Lord (1960) visited the issue of performance relative to storytelling in an oral
tradition. Havelock’s (1963) work dealt with issues very similar to Ong and the word, but
more applied to the area of poetics. Heavily entrenched in the work is an emphasis on the
oral, which relates to Ong’s commentary about the word. Soukup (2004) mentioned that
Ong (1962a) produced striking commentary on the human voice as being one of an invasion
into the atmosphere. The thought of the voice and word through this line of thinking is one
that is rather self-revealing. Essentially, the voice coming from out of the interior of the
individual reveals something of that person. It is through such revealing that individuals
connect with one another. This is an important aspect that Ong would not have us miss.
This commentary of interiority and sound of the word probes the issue of authenticity. How
something comes out is telling of the feeling or mood associated with the word. When
considering prior Ong commentary relative to Ramus and the development of learning from
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sound to visual, it is interesting to see that Ong went back to the perspective of language
and sound and stressed the importance of investigating sound associated with the word.
This is a good reminder of the idea that sound is still a relevant and important point of
study. While stressing that such focus is not semantics or wordplay, Ong acknowledged that
while one can draw out a lot from the process and experience of communication through
investigating sound, voice, word, and interiority, the fact that there could be more going
on than what he could conclude is something that he sensed (Soukup, 2004). This area
of focus for Ong revealed his linguistic side of scholarship. Given discipline cross-over in
communication, it still serves as a relevant piece of discussion and contribution.

Further advancing the concept of word and sound, Ong began to draw from a couple of
scholars (some already mentioned above) who would prove to be peers. The work of Havelock
(1963) and Lord (1960) was mentioned earlier, but it is also worth noting Ong’s draw from
McLuhan (1962) and Parry (1928). Soukup (2004) identified the contribution of such scholars
to Ong’s work. Havelock (1963) reinforced Ong’s assessment of the development of learning
in his analysis of Ramus. The idea that the transition of learning went from that of oral
to written is something that Havelock noticed. From that, he commented on how that
essentially changed the pattern of thought process. This idea ties back into Ong’s (1958a)
assessment of the transitional development of rhetoric to logic. While the shift seemed to
be a gradual one without an absolute mark of distinction, it still impacted the process of
thought. Parry (1928) and Lord (1960) studied the process of thought and recall in poetics,
the way in which Ong studied rhetoric (Soukup, 2004). Finally, as a testament to Ong
earning the respect of fellow scholars, McLuhan (1964) drew heavily from Ong’s (1958a)
work on Ramus. Mentioned briefly earlier in the chapter, McLuhan is widely seen as an
influential scholar in the discipline of Communication. McLuhan, in some respects, was an
influential factor in pushing Ong forward in his research endeavors. In tracing the scholarship
of Ong, his input on the work of McLuhan (Ong, 1952) was substantial. McLuhan saw a
good deal of potential in the work of Ong. He supervised Ong’s thesis and at the beginning
of Ong’s (1958b) close follow-up to his dissertation, he pays tribute to McLuhan by writing,
“For Herbert Marshall McLuhan who started all this” (dedication). While they were similar
in age, McLuhan was seen as an influential factor in encouraging Ong in the direction that
he did (P. Soukup, personal communication, September 16, 2005).

Ong continued further in his commentary on the word. As he probed the word and
investigated further, Soukup (2004) pointed out that he introduced the concept of “the
sensorium.” Essentially, this dealt with using human senses and experience to communicate.
This was introduced by Ong (1967a) in what was known as his Terry Lectures at Yale
University. The lectures (oral) were bound and put into print. In some respects, that
statement is a humorous sort of irony. The focus of Ong (1967b) was to set apart the oral
when considering human senses and communication. Ong further exercised a commentary
about cultural awareness. He acknowledged the idea that when it comes to expression,
specifically with the oral, it looks different within other cultures:

Cultures vary greatly in their exploitation of the various senses and in the way in
which they relate to their conceptual apparatus to the various senses. It has been a
commonplace that the ancient Hebrews and the ancient Greeks differed in the value they
set on the auditory. The Hebrews tended to think of understanding as a kind of hearing,
whereas the Greeks thought of it more as a kind of seeing, although far less exclusively
as seeing than post-Cartesian Western man generally has tended to do. (pp. 3-4)
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While this was the case for Ong in assessing Western culture, he clearly pointed out that
not all cultures adhere to an oral standard of such importance.

Continuing with the word, there are two other aspects to touch on relative to Ong—the use
of words and stages of communication consciousness. Ong’s focus on the use of words for
debate and argumentation are worth noting. In some respects, an investigation of Ong and
pedagogy reveals the setup of the education system with regard to debate and argumentation
as being structured more for men than for women. Such an analysis makes sense when
one considers the history of the system of Western education. As touched upon in Soukup
(2004), Ong’s (1967a) work on the word revealed that people within oral cultures use words
as a potential alternative to calling up arms against one another. In essence, words insert
themselves into a sort of combat. One could draw from this the study of argumentation
and debate. In many respects, this could be seen as and advantage to developing as an oral
culture. For more commentary relative to this particular area, see Soukup (2004).

Communication and consciousness is the last area to touch upon in dealing with Ong and
the word. In many respects, this is where one of Ong’s most famous works, Orality and
Literacy: The Technologizing of the Word (1982) is considered. Ong noted the development
of consciousness through stages within culture. Inclusive within this consciousness is the idea
of knowledge and learning. How cultures develop in the area of consciousness is what Ong
sought to provide commentary on in the text. Ultimately, Ong sees communication gradually
developing from an oral stage into a stage of print. In his thought on Western society, Ong
noted the development of a third stage of communication consciousness known as electronic
communication (Soukup, 2004). Ong’s (1982) book is certainly popular, but does not provide
an accurate picture of the vast amount of work covered over his career. Farrell (2000) noted
that it does not serve to provide a general overview of the scholar. There is much more to his
line of thought than simply this one text. While there are many to applaud the commentary
of Ong in this particular text, there are also those who see it as lacking. Montenyohl (1995)
took Ong to task, citing a sort of generalization about orality that was not comfortable to
him as a scholar. Farrell (2000) defended Ong from Montenyohl’s criticism, citing that he
was not sure that Montenyohl had done enough background research on Ong to provide just
criticism of his work. With such a successful text as Ong’s (1982) was, it is hard for many
not to simply read the text and see it as a fair representation of all of Ong’s work. To back
Farrell, simply reading Ong (1982) does an injustice to the vast amount of work that he
had contributed over a long career. While it is an excellent book and provides substantial
commentary for discussion, Ong did much more as a scholar years before penning that text
in the later part of his academic career.

An examination of the word relative to Ong deserves even further investigation. However,
the goal of the chapter is to consider the impact of a particular scholar in communication,
in terms of both scholarship and in influencing scholars. If the interest in Ong is peaked at
this point, it is strongly encouraged that the reader investigates the work of Farrell (2000),
Soukup (2004) for commentary.
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8.6 Stages of Communication Media, Consciousness, Digital
Media and Hermeneutics

While mentioning the development of communication in stages in the prior section, there is
further commentary that Ong produced. He became interested in the aspect of technology
and its application to the idea of its particular stage in communication. There had been the
development in Western culture from oral to literate, but what came next? Ong (1971, 1982)
directed his focus to the concept of secondary orality. Soukup (2004) and Farrell (2000)
touched upon this. The focus was directed toward mediums of communication in literate
cultures like that of radio, television, and telephones in particular. Basically, one begins to
examine the mediums of communication that are oral, but set within a literate culture. New
forms of communication build on old forms. What is the effect? Ong was interested in such
a question.

There are many scholars who have followed Ong in asking this question, specifically as it
relates to secondary orality. Gronbeck (1991) examined the aspect of consciousness within a
culture. He also examined rhetoric gets applied over different mediums, specifically focused
on the idea of a one-to-many type of communication. Farrell (1991) examined the issue
of secondary orality and consciousness. Silverstone (1991) developed a slightly different
article relative to media studies in examining television, rhetoric, and the unconscious as it
related to secondary oraltiy. Media Studies is an area of study that has taken a good look
at Ong and secondary orality. In keeping with Media Studies, Sreberny-Mohammadi (1991)
provided a unique perspective when examining the integration of media into Iran. Not only
was the issue of media integration focused on, consciousness was part of the examination as
well.

Consciousness is an area of focus as well, that ties into Ong. A number of scholars study
consciousness and have, in some ways, been influenced by Ong. Swearingen (1991) looked at
Ong’s contribution to Feminist Studies. Payne (1991) examined the consciousness of media
and rhetoric while examining characterology. Finally, El Saffar (1991) examined the issue of
consciousness as it related to language and identity.

The stages at which cultures developed were of particular interest to Ong. Regardless of the
transition from one stage to another, Ong keyed in on questions of transformation, medium
incorporation (specifically as it related to secondary orality), and consciousness.

As we conclude the areas of influence attributed to Ong, we close with one quite relative to the
advent and exponential growth of new technology. Digital or computer-based communication
was an area that caught Ong’s eye, particularly at the latter stages of his academic career.
Soukup (2004) commented:

Modern, electronic communications help us in yet another way to understand what is
going on with texts. The sense of immediacy of electronics gives readers a sense of
proximity to events reported. That too, occurs with texts. With a text that works well,
readers enter into the text, ‘into the immediacy of the writer’s experience’ (p.499). But
electronic communication also reveals that this immediacy is highly mediated and thus
somewhat artificial. (pp. 18-19)

Soukup (2004) further noted that understanding code and speed of transmission helps us to
understand how communication works in a digital realm. Many shy away from understanding
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transmission, which, ironically touches on the issue of consciousness (or lack of). Welch
(1999) wrote about electronic rhetoric and new literacy as it specifically to computers and
their implementation into society and looked at understanding their impact.

Most important within this final section is the issue of interpretation and comprehension. As
we continue to emerge in an age of digital transmission of information, the word hermeneutics
comes up continuously within Ong’s work. We have technologies growing at rather quick
rates that transmit data digitally. While we understand much of what we see on the front end
of a technology, the ability to understand how we arrive at transmitting such information
is of importance for Ong. It is a challenge, but the process of encoding and decoding
information is something to be interpreted and understood. Capurro (2000) focused on
the subject of hermeneutics and the process of storage and retrieval of information. While
understanding that a technological structure emerges in the subject of digital communication,
Ong also noted that there is still a need to deal with social structure as well (Soukup, 2004).
Essentially, understand the technology and understand social structure. The requirement to
do so is interpretation. Soukup (2004) noted that the process of interpretation summarized
much of Ong’s thoughts about communication. This has to do with everything, particularly
in dealing with orality, literacy, secondary orality, and digital communication.

8.7 Conclusion

The impact of Walter Ong is significant. Not only did he produce excellent scholarship in the
areas mentioned above, he made a significant impact on scholars. From his early research of
the history of rhetoric to his analysis of digital hermeneutics, his thoughts provoked further
scholarship from those mentioned above. It is worth noting that many others have been
influenced by the contribution of Ong. For the purpose of this chapter, the selection of
scholars touched by his scholarship had to be limited. Refer to the references list below for
further inquiry into the above concepts. With all that had been accomplished in his career,
it is clear that Ong was clearly an influential scholar in the twentieth century. Further
research continues in many areas relative to the trail paved by scholars like Ong.

8.8 References

Capurro, R. (2000). Hermeneutics and the phenomenon of information. Research in
Philosophy and Technology, 19, 79-85.

El Saffar, R. (1991). The body’s place: Language, identity, consciousness. In B. E. Gronbeck,
T. J. Farrell, & P. A. Soukup (Eds.), Media, consciousness, and culture: Explorations of
Walter Ong's thought (pp. 182-193). Newbury Park, CA: Sage.

Faigley, L. (1998). Visual rhetoric: Literacy by design. Keynote speech presented at the
Center for Interdisciplinary Studies of Writing 1998 conference, Technology and literacy in a
wired academy, Minneapolis, MN.

Farrell, T. J. (1991). Secondary orality and consciousness today. In B. E. Gronbeck, T. J.
Farrell, & P. A. Soukup (Eds.), Media, consciousness, and culture: Explorations of Walter
Ong's thought (pp. 194-209). Newbury Park, CA: Sage.

82



References

Farrell, T. J. (2000). Walter Ong's contributions to cultural studies: The phenomenology of
the word and I-thou communication. Cresskill, NJ: Hampton Press.

Golden, J. L., Berquist, G. F., Coleman, W. E., & Sproule, J. M. (Eds.). (2004). The
rhetoric of western thought: From the Mediterranean world to the global setting (8th ed.).
Dubuque, IA: Kendall/Hunt Publishing Company.

Goody, J. (1977). The domestication of the savage mind. Cambridge: Cambridge University
Press.

Goody, J., & Watt, I. P. (1963). The consequences of literacy. Comparitive Studies in
Society and History, 5, 304-345.

Gronbeck, B. E. (1991). The rhetorical studies tradition and Walter J. Ong: Oral-literacy
theories of mediation, culture, and consciousness. In B. E. Gronbeck, T. J. Farrell, & P. A.
Soukup (Eds.), Media, consciousness, and culture: Explorations of Walter Ong’s thought
(pp. 5-24). Newbury Park, CA: Sage.

Havelock, E. A. (1963). Preface to Plato. Cambridge, MA: Bellknap Press of Harvard
University Press.

Havelock, E. A. (1982). The Literate Revolution in Greece and its cultural consequences.
Princeton, NJ: Princeton University Press.

Innis, H. A. (1951). The bias of communication. Toronto: The University of Toronto Press.

Kaufer, D. S., & Butler, B. S. (1996). Rhetoric and the arts of design. Mahwah, NJ:
Lawrence Erlbaum Associates Publishers.

Lord, A. B. (1960). The singer of tales. Cambridge, MA: Harvard University Press.

McLuhan, M. (1962). The Gutenberg galaxy: The making of typographic man. Toronto:
University of Toronto Press.

McLuhan, M. (1964). Understanding media: The extensions of man. New York: McGraw
Hill.

Montenyohl, E. L. (1995). Oralities (and literacies): Comments on the relationship of
contemporary folklorists and literary studies. In C. L. Preston (Ed.), Folklore, literature,
and cultural studies: Collected essays (pp. 240-256). New York: Garland Publishing.

Moss, J. D. (2004). Rhetoric, the measure of all things. MLN, 119, 556-565.

Neil, S. D. (1993). Clarifying McLuhan: An assessment of process and product. Westport,
CT: Greenwood Press.

Ong, W. J. (1952). The Mechanical Bride: Christen folklore of industrial man. Review
article of The Mechanical Bride: Folklore of Industrial Man. By Herbert Marshall McLuhan.
Social Order 2 (Feb.), 79-85.

Ong, W. J. (1958a). Ramus, method, and the decay of dialogue: From the art of discourse
to the art of reason. Cambridge, MA: Harvard University Press.

Ong, W. J. (1958b). Ramus and Talon inventory: A short-title inventory of the published
works of Peter Ramus (1515-1572), and of Omer Talon (ca. 1510-1562) in their original
and in their variously altered forms. With related material: 1. The Ramist controversies:

83



Orality and Literacy

A descriptive catalogue. 2. Agricola check list: A short-title inventory of some printed
editions and printed compendia of Rudolph Agricola’s Dialectical inventory (De inventione
dialectica). Cambridge, MA: Harvard University Press.

Ong, W. J. (1962a). Five: System, space, and intellect in renaissance symbolism. In W. J.
Ong, The barbarian within: And other fugitive essays and studies (pp. 68-87). New York
and London: The Macmillan Company.

Ong, W. J. (1962b). Eight: Educationists and the tradition of learning. In W. J. Ong,
The barbarian within: And other fugitive essays and studies (pp. 149-163). New York and
London: The Macmillan Company.

Ong, W. J. (1962c). Two: A dialectic of aural and objective correlatives. In W. J. Ong, The
barbarian within: And other fugitive essays and studies (pp. 26-40). New York and London:
The Macmillan Company.

Ong, W. J. (1967a). The presence of the word: Some prolegomena for cultural and religious
history. New Haven and London: Yale University Press.

Ong, W. J. (1967b). The word and the sensorium. In W. J. Ong, The presence of the
word: Some prolegomena for cultural and religious history. New Haven and London: Yale
University Press.

Ong, W. J. (1968). Knowledge in time. In W. J. Ong, Knowledge and the future of man: An
international symposium (pp. 3-38). New York, Chicago, and San Francisco: Holt, Rinehart
& Winston, Inc.

Ong, W. J. (1971). Rhetoric and the origins of consciousness. In W. J. Ong, Rhetoric,
romance, and technology (pp. 1-22). Ithaca and London: Cornell University Press.

Ong, W. J. (1977a). Typographic rhapsody: Ravisius Textor, Zwinger, and Shakespeare. In
W. J. Ong, Interfaces of the word: Studies in the evolution of consciousness and culture (pp.
146-188). Ithaca and London: Cornell University Press.

Ong, W. J. (1977b). "I see what you say": sense analogues for intellect. In W. J. Ong,
Interfaces of the word: Studies in the evolution of consciousness and culture (pp. 121-144).
Ithaca and London: Cornell University Press.

Ong, W. J. (1982). Orality and literacy: The technologizing of the word. London and New
York: Methuen.

Parry, M. (1928). L’Ephithete traditionelle dans Homere. Paris: Societe Editrice Les Belles
Lettres.

Payne, D. (1991). Characterology, media, and rhetoric. In B. E. Gronbeck, T. J. Farrell,
& P. A. Soukup (Eds.), Media, consciousness, and culture: Explorations of Walter Ong’s
thought (pp. 223-236). Newbury Park, CA: Sage.

Poster, C. (2001). Being, time, and definition: Toward a semiotics of figural rhetoric.
Philosophy & Rhetoric, 33, 116-136.

Silverstone, R. (1991). Television, rhetoric, and the return of the unconscious in secondary
oral culture. In B. E. Gronbeck, T. J. Farrell, & P. A. Soukup (Eds.), Media, consciousness,
and culture: Explorations of Walter Ong's thought (pp. 147-159). Newbury Park, CA: Sage.

84



More Information

Soukup, P. A. (2004). Walter J. Ong, S. J.: A retrospective. Communication Research
Trends, 23, 3-23.

Sreberny-Mohammadi, A. (1991) Media integration in the Third World: An Ongian look at
Iran. In B. E. Gronbeck, T. J. Farrell, & P. A. Soukup (Eds.), Media, consciousness, and
culture: Explorations of Walter Ong’s thought (pp. 133-146). Newbury Park, CA: Sage.

Swearingen, C. J. (1991). Discourse, difference, and gender: Walter J. Ong’s contributions
to feminist language studies. In B. E. Gronbeck, T. J. Farrell, & P. A. Soukup (Eds.), Media,
consciousness, and culture: Explorations of Walter Ong’s thought (pp. 210-222). Newbury
Park, CA: Sage.

Walter J. Ong (2005, September 30). Wikipedia: The Free Encyclopedia. Retrieved Septem-
ber 30, 2005, from http://en.wikipedia.org/wiki/Walter_Ong.

Welch, K. E. (1999). Electric rhetoric: Classical rhetoric, oralism, and a new literacy.
Massachusetts Institute of Technology Press.

Youngkin, B. R. (1995). The contribution of Walter J. Ong to the study of rhetoric: History
and metaphor. Lewiston, NY: Mellen University Press.

8.9 More Information

85

http://en.wikipedia.org/wiki/Walter_Ong.




9 Diffusion of Innovations

9.1 Origins of the diffusion paradigm

According to Rogers (1995), the study of the diffusion of innovations (DOI) can be traced
back to the investigations of French sociologist Gabriel Tarde (p. 52). Tarde attempted to
explain why some innovations are adopted and spread throughout a society, while others are
ignored. At the beginning of the twentieth century, Tarde was witness to the development
of many new inventions, many of which led to social and cultural change. In his book The
Laws of Imitation (1903), Tarde introduced the S-shaped curve and opinion leadership,
focusing on the role of socioeconomic status (for example, a cosmopolitan individual is more
likely to adopt new products). Even though he did not specify and clarify key diffusion
concepts, his insights affected the development of many social scientific disciplines such as
geography, economics, and anthropology. Sociologist F. Stuart Chapin, for example, studied
longitudinal growth patterns in various social institutions, and found that S-shaped curves
best described the adoption of phenomena such as the commission form of city government
(Lowery & Defleur, 1995, p. 118).

9.2 The basic research paradigm for the diffusion of
innovations

The fundamental research paradigm for the diffusion of innovations can be traced to the
Iowa study of hybrid seed corn. Bryce Ryan and Neal C. Gross (1943) investigated the
diffusion of hybrid seed corn among Iowa farmers. According to Lowery and DeFleur (1995),
the background of rural sociology should first be understood before one can discuss how and
why the hybrid seed corn study was conducted. The Morrill Act1 helped “the states establish
educational institutions that would be of special benefit to rural youth” (p. 120). Federal
funds and other financial supports were given to these land-grant institutions in order to
increase the development of the nation’s agricultural industry (p. 120). After World War II,
rural sociologists changed their research focus on human problems among farmers because
new agricultural technology such as new pesticides, new farm machine, and hybrid seed corn
appeared. But in spite of these developments, some farmers ignored or resisted these new
innovations. Rural sociologists at land-grant universities in the Midwestern United States
such as Iowa State, Michigan State, and Ohio State Universities, performed many diffusion
studies to find out the causes of adoption of innovations. One of these efforts was the hybrid
seed corn study conducted by Ryan and Gross (1943). These researchers attempted to
explain why some farmers adopted the hybrid seed corn, while others did not.

1 http://en.wikipedia.org/wiki/Morrill%20Act
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9.3 Bryce Ryan and Neal C. Gross

Bryce Ryan earned a Ph. D in sociology at Harvard University2. During his doctoral studies,
Ryan was required to take interdisciplinary courses in economics, anthropology, and social
psychology. This intellectual background helped him conduct the diffusion studies. In 1938,
Ryan became a professor at Iowa State University3 which is known for its agricultural focus.
At that time, Iowa State administrators were worried about the slow rate at which the hybrid
seed corn was being adopted. Despite the fact that the use of this new innovation could
lead to an increase in quality and production, an advantageous adoption by Iowa Farmers
was slow. Ryan proposed the study of the diffusion of the hybrid seed corn and received
funding from Iowa Agricultural Experiment Station, Iowa State University’s research and
development organization. Contrary to previous research, which employed anthropological
style approaches using qualitative methods, Ryan employed a quantitative survey method
in his study. According to Rogers (1996), Ryan was encouraged to use this quantitative
method by “professors in the Department of Statistics, such as Paul G. Homemeyer, Ray J.
Jessen, and Snedecor” (p. 415).

When Ryan arrived at Iowa State University, Neal C. Gross was a graduate student who
was soon assigned as Ryan’s research assistant. Ryan asked him to conduct interviews with
Iowa farmers through survey research. Gross gathered the data from the Iowa communities
of Jefferson and Grand Junction. Rogers (1996) mentioned that “by coincidence, these
communities were located within 30 miles of where he grew up on a farm” (p. 415). It is
also interesting to note that Rogers earned a Ph. D. in sociology and statistics at Iowa State
University in 1957.

9.4 The Iowa Study of Hybrid Seed Corn: The Adoption of
Innovation

As noted above, the hybrid seed corn had many advantages compared to traditional seed,
such as the hybrid seed's vigor and resistance to drought and disease. However, there were
some barriers to prevent Iowa farmers from adopting the hybrid seed corn. One problem
was that the hybrid seed corn could not reproduce (p. 122). This meant that the hybrid
seed was relatively expensive for Iowa farmers, especially at the time of the Depression.
Therefore, it is reasonable to assume that, despite the economic profit that the hybrid seed
corn brought, its high price made a adoption among Iowa farmers remain slow.

According to Lowery and DeFleur (1995), Ryan and Gross sought to explain how the hybrid
seed corn came to attention and which of two channels (i.e., mass communication and
interpersonal communication with peers) led farmers to adopt the new innovation. They
found that each channel has different functions. Mass communication functioned as the
source of initial information, while interpersonal networks functioned as the influence over the
farmers’ decisions to adopt (p. 125). One of the most important findings in this study is that
“the adoption of innovation depends on some combination of well-established interpersonal
ties and habitual exposure to mass communication” (p. 127). Ryan and Gross also found

2 http://en.wikipedia.org/wiki/Harvard
3 http://en.wikipedia.org/wiki/Iowa%20State
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that the rate of adoption of hybrid seed corn followed an S-shaped curve, and that there
were four different types of adopters. According to Rogers (1995), Ryan and Gross also
made a contribution by identifying the five major stages in the adoption process, which were
awareness, interest, evaluation, trial, and adoption. After Ryan and Gross’s hybrid corn
study, about 5,000 papers about diffusion were published in 1994 (Rogers, 1995).

9.5 Medical innovation: Diffusion of a medical drug among
doctors

According to Rogers (1996), diffusion theory became more widely accepted after James S.
Coleman, Elihu Katz, and Herbert Menzel conducted a study on the diffusion of tetracycline,
a new medical drug, in 1966. The Pfizer drug company invented this successful new drug and
wanted to investigate the effectiveness of their tetracycline advertisements, which were placed
in medical journals. The company asked three professors at Columbia University to find out
how physicians adopted the new innovation and how mass communication influenced this
adoption process. They conducted a survey to gather accurate and reliable data. Different
with previous diffusion research that relied on respondents’ recall of how they adopted
new technology, this study gathered data both from physicians' responses and pharmacies'
prescription. In addition to this, Coleman et al. (1966) asked their respondents to list their
interpersonal connections in order to investigate the effect of interpersonal network links
with the new drug adoption. The result shows that the percentage of adoption of the new
drug followed an S-shaped curve, but that the rate of tetracycline adoption was faster than
the rate of other innovations adoption. The researchers also found that doctors who are
cosmopolite were likely to adopt the new drug. One of the most important findings was that
doctors who had more interpersonal networks adopted the new medical drug more quickly
than those that did not. This meant that interpersonal communication channels with peers
had a strong influence on the adoption process. Rogers (1996) noted that this Columbia
University study is “one of the most influential diffusion studies in showing that the diffusion
of an innovation is essentially a social process that occurs through interpersonal networks”
(p. 419). In fact, Rogers (1996) mentioned that even though the study of Ryan and Gross
became a milestone in diffusion paradigm, they did not measure the interpersonal network
links among farmers. In this case, the Columbia University Drug Study made a contribution
to identify the importance of social networks in the diffusion process.

9.6 Everett M. Rogers

Rogers was born in Carroll, Iowa in 1931. He earned his B.A., M.A., and Ph.D. degrees
from Iowa State University. For two years during the Korean War, he served in the U.S. Air
Force. Interestingly, in 1966, he worked on some family planning communication projects in
Korea.

One interesting thing worthy mentioning is that Rogers’ father was a farmer who resisted
adopting the hybrid seed corn (Singhal, 2005, p.287). Due to the drought in Iowa in
1936, the Rogers’ farm withered, which made Rogers personally involved in the diffusion
research. In the 1950's, Iowa State University was a perfect place for studying the diffusion of
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innovations, as the school's program focused on a rural sociology, agriculture, and statistics.
The experience there led Rogers to dive into the research about why some innovations are
adopted while others are ignored. Employed by Michigan State University in 1962, Rogers
obtained opportunity to study diffusion in developing countries of Asia, Latin America, and
Africa. Meanwhile, he published the book, Diffusion of Innovations, which earned him his
academic reputation. Rogers’ comprehensive insights in the book helped to expand diffusion
theory. The book has become the standard textbook on diffusion theory and it creats
applications of diffusion theory in such fields as geography, economics, psychology, political
science, and, as previously mentioned, communication. Rogers retired from University of
New Mexico in 2004 because he was suffering from kidney disease. He died on October 21,
2005.

9.7 Overview of the diffusion of innovations

According to Rogers (1996), diffusion refers to “the process by which an innovation is
communicated through certain channels over time among the members of a social system.
An Innovation is an idea, practice or object perceived as new by an individual or other
unit of adoption. The diffusion of innovations involves both mass media and interpersonal
communication channels” (p. 409). That is, by sharing communication channels such as
interpersonal communication or mass communication people can get information of an
innovation and perceive its innovation as useful. Lasswell (1948) presented a well-known
model of communication that is analyzed as five parts, S-M-C-R-E (e.g., sender-message-
channel-receiver-effect). Rogers (1995) mentioned, “this S-M-C-R-E communication model
corresponds closely to the elements of diffusion” (p. 19). Specifically, (1) sender can be
inventors or opinion leaders, (2) message can be a new idea or product, (3) channels can
be interpersonal or mass communication, (4) receivers can be members of a social system,
and finally (5) the effects can be individual’s adoption or social change. In the diffusion
theory, ‘Time’ variable is a very important factor. According to Rogers (1995), time variable
is involved in diffusion in (1) the innovation-decision process; (2) innovativeness; (3) an
innovation’s rate of adoption.

Most innovations have an S-shaped rate of adoption. Diffusion research has attempted to
explain the variables that influence how and why users and audience adopt a new information
medium, such as the Internet. According to evolution of media technology, interpersonal
influences are important even though in the past the individual is usually the unit of analysis.
Also, critical mass becomes an important factor in adopting new media because new media
are interactive tools and thus are required by many users to gain efficiency. That is, the
more people use, the more people get benefits. In this sense, diffusion theory not only can
apply to practical things, but also can be related to digital divide.

There are five different types of adopters in the diffusion process, according to Innovative-
ness: “(1) Innovators (venturesome), (2) Early Adopters (respectable), (3) Early Majority
(Deliberate), (4) Late Majority (skeptical), and (5) Laggards (traditional)” (Rogers, 1995,
pp. 183-185). Rogers defined this term as “the degree to which an individual is relatively
earlier in adopting new ideas than other members of his social system” (Rogers, 1995, p.
40). Figure 1 shows the relationships between types of adopters divided by innovativeness
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and their place on the adoption curve. Also, these categories follow a standard deviation
curve which is bell-shaped.

Source by www2.gsu.edu/˜wwwitr/docs/diffusion/

Figure 2 shows that an innovation would spread through society over various periods of
time in a S-shaped curve. However, as noted above, different types of innovations (e.g., the
rate of tetracycline adoption is faster than that of the hybrid seed corn) can have their own
different rates in diffusion.

Figure 2. Shapes of curves of diffusions for innovations

Source by: www.mitsue.co.jp/english/case/concept/02.html

When it comes to the process of innovation-decisions, Rogers (1995) mentioned that there
are five stages.

1. Knowledge + or – (selective exposure or awareness of news)
2. Attitudes + or – (people have positive or negative attitude toward innovations)
3. Adoption (Decision): people decide to adopt the innovation
4. Implementation (regular or standard practice)
5. Confirmation (comparing and evaluating)

Rogers introduced perceived characteristics of innovations that consist of (1) relative advan-
tage (2) compatibility (3) complexity (4) triability (5) observability. Based on these five
criteria, individuals perceive an innovation as new or useful and decide to adopt it. For
example, Rogers (1995) defined relative advantage as “the degree to which an innovation
is perceived as better than the idea it supersedes” (p.15).” New media such as the mp3
will displace conventional media such as CDs or tapes when people perceive new media as
advantageous (e.g., low cost or means to be cool). When an individual decides to adopt new
media or switch old media with new media, the perceived characteristics of innovations play
an important role in reducing some uncertainty about the innovations.

9.8 Unit of analysis on diffusion theory

Diffusion of innovation theory attempts to explain how an innovation is spread and why it
is adopted at both the micro and macro levels of analysis. Rogers (1996) mentioned, “the
individual is usually the unit of analysis, although in recent years a number of studies have
been conducted in which an individual organization is the unit of analysis (Wildemuth,
1992; Zaltman, Duncan, & Holbek, 1973)” (p. 418). This characteristic of unit of analysis is
due to research methods, such as utilizing a survey to study diffusion. Many studies have
focused on individual decisions or adoption. In contrast, diffusion theory considers analysis
at both the micro-individual and macro-social levels. This is because studies of diffusion
include both an innovation at the micro level, as well as its influence, such as social change,
at the macro level.

Rogers (1995) suggested that the four main elements in the diffusion of innovation process
were innovation, communication channels, time, and social system. Individuals’ innova-
tiveness, or psychological factors such as communication needs, are analyzed as micro-
independent variables. At the macro-social level, this theory assumes that social systems,
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such as norms, can affect an individual’s adoption or use of an innovation. In terms of
communication channels, diffusion of an innovation involves both interpersonal channels
(micro) and mass communication channels (macro). By utilizing both mass and interpersonal
communication channels, people can get information about an innovation and perceive its
usefulness. Therefore, diffusion theory requires both micro-individual and macro-social
analysis.

9.9 Several diffusion research streams

According to Rice & Webster (2002), ["research and models of the adoption, diffusion, and
use of new communication media in organizational settings have arisen from several research
streams -- diffusion of innovations, media choice, and implementation of information systems."
According to the previous writer of this Wikibook,] we can classify diffusion research and
models into three categories: (1) diffusion of innovations (e.g., Rogers, 1995), (2) media
choice (e.g., Daft & Lengel, 1986), and (3) implementation of information systems (e.g.,
Saga & Zmud, 1994). [Unfortunately, one cannot generalize all diffusion research and models
with an explanation of diffusion of new communication media.] Table 1 shows that each
dependent variable, according to three primary streams of diffusion studies.

Table 1 (Needs to be cleaned up using piping!) The diffusion Of innovation The Media
choice The Information system Dependent variable Media adoption Usage Choice Evaluation
Acceptance User satisfaction Source by: Rice, R., & Webster, J. (2002). Adoption, diffusion
and use of new media. In C. Lin and D. Atkin (Eds.), Communication Technology and
Society.

That is, the ‘diffusion of innovations’ studies emphasize characteristics of an innovation
and the role of communication channels in adopting the innovation, the ‘media choice’
studies focus on the interaction between individual characteristics and social influences in
choosing some innovations, and the ‘implementation’ studies assume that the variables such
as technology design or ease of use will affect media use (Rice & Webster, 2002, p.192).

The diffusion tradition has classified people, in terms of demographics, in explaining the
variables that influence the adoption of an innovation. For that reason, some scholars often
criticize that this theory may not provide a causal explanation of why and how people adopt
certain technologies. Nevertheless, when it comes to the use and choice of old and new media,
diffusion theory will be suited for explaining why some people prefer to use the old media or
new media, because this theory provides some conceptual guidance for understanding the
adoption of some technologies or innovations. According to evolution of media technology,
interpersonal influences or channels are important even though in the past the individual is
usually the unit of analysis. Also, critical mass becomes an important factor in adopting
new media because new media are interactive tools and thus are required to many users
for getting efficiency. That is, the more people use, the more people get benefits. Markus
(1987) proposed that the value of an interactive communication medium is associated with
the number of other users. For example, in the case of the mp3, a social influence such as
peer pressure that interacts with young generation needs to be cool or to gain status drives
young people to adopt the mp3 as an innovation. Besides, when it comes to the emergence
of interactive communication such as the new communication technologies, Rogers (1996)
mentioned, “a critical mass occurs when the diffusion process becomes self-sustaining. After
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the critical mass point, individuals in a system perceive that “everybody else” has adopted
the interactive innovation. With each successive adopter of an interactive innovation, the
new idea becomes more valuable not only for each future adopter, but also for each previous
adopter” (p. 418-419). When it comes to the future of diffusion theory, we expect that the
popularity of diffusion research will increase because as in recent years, new communication
technologies have increased and proliferated.

9.10 Diffusion study and Two-Step Flow study

According to Lowery and Defleur (1995), since diffusion study emphasizes the role of
interpersonal communications, the diffusion study by Ryan and Gross “parallels what was
independently found by Lazarsfeld and his associates in the discovery of the two-step flow
process in the very different setting of The People’s Choice” (p. 132). "The People’s
Choice” showed that audiences are not powerless and passive. The study showed that
interpersonal channels, such as opinion leaders, are more important than the mass media.
Unlike magic bullet theory, both of these studies emphasized the role of the opinion leaders
and interpersonal communication, such as face-to-face interactions influencing decision-
making.
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10 Sociological Systems

10.1 Social Systems

When the second World War ended in Europe, seventeen-year-old Niklas Luhmann had been
serving as an anti-aircraft auxiliary in the German army. He was briefly detained by the
Americans. When asked in 1987 to describe this experience, he replied:

Before 1945, the hope was that after the defeat of the compulsory apparatus everything
would be right by itself. Yet the first thing I experienced in American captivity was
that my watch was taken off my arm and that I was beaten up. So it was not at all
as I had thought it would be. Soon you could see that one could not compare political
regimes according to a scheme of ‘good' versus ‘bad', but that you had to judge the
figures according to a bounded reality. Of course I don't want to say that the time of
the Nazi-regime and the time after 1945 are to be judged on equal terms. Yet I was
simply disappointed in 1945. Yet is that really important? In any case the experience of
the Nazi-regime for me has not been a moral one, but an experience of the arbitrary, of
power, of the tactics to avoid the regime used by the man of the people. (Luhmann qtd.
in Baecker, 2005)

The realization that human realities were subjective appears to have influenced the famous
sociologist throughout the rest of his life. This chapter will introduce Luhmann and a few
remarkable aspects of his theory.

10.1.1 Introduction

The type of communication theory I am trying to advise therefore starts from the premise
that communication is improbable, despite the fact that we experience and practice it
every day of our lives and would not exist without it. This improbability of which we have
become unaware must first be understood, and to do so requires what might be described
as a contra-phenomenological effort, viewing communication not as a phenomenon but as
a problem; thus, instead of looking for the most appropriate concept to cover the facts,
we must first ask how communication is possible at all. (Luhmann 1990, p. 87)

The body of work produced by German sociologist Niklas Luhmann probably represents
history’s most comprehensive attempt by one man to explain the whole of social existence.
The above quotation hints at the essential nature of Luhmann’s thought – no “accepted
wisdom” of the social science tradition could be left unexamined. Through more than 50
books and 400 articles, Luhmann applied his sociological systems theory to areas including
law, science, religion, economics, politics, love, and art. Sociological systems have become
one of the most popular theoretical models in contemporary German sociology, and are also
widely applied in fields such as psychology, management science, and literary studies. A
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primary distinction of Luhmann’s social systems theory is that its focus of analysis is not
individuals, groups, behaviors, or institutions, but the communication that occurs within
systems. Dirk Baecker, a student of Luhmann’s explains that the systems theory “does
away with the notion of system in all its traditional wording” and can carefully examine
“every possible assumption of organism, mechanism, and information” – even, recursively, its
own structure (Baecker 2001, p. 72). This realignment towards communication represents
a significant break with social science tradition. Although Luhmann’s theory (or for that
matter, most systems theories) do not lend themselves well to reduction, this chapter will
attempt to present an overview of the subject.

10.1.2 Life in Brief

Niklas Luhmann was born in 1927. Following his teenage stint in the army, he went on
to study law at the Universität Freiburg from 1946-1949 (Müller 2005). He trained as
a lawyer, but found the intellectual constraints of practicing law not to his liking. He
decided to go into public administration, as it promised him more freedom to pursue his
own ideas (Hornung 1998). Luhmann became a civil servant for the town of Lüneburg in
1954. Although he enjoyed his work, he accepted the opportunity to take a sabbatical leave
to study administrative science at Harvard University in 1960. Here Luhmann became a
student of systems theorist Talcott Parsons, a thinker who would have a great impact on
the development of Luhmann’s theories. After returning to Germany in 1961, Luhmann
transferred to a research institute at the Hochschule für Verwaltungswissenschaften (School
of Public Administration) in Speyer. Here he was afforded the freedom to pursue his scientific
interests, and began his research of social structure.

In 1965, Luhmann studied Sociology for a single semester at the Universität Münster.
He was awarded a PhD and Habilitation (a postdoctoral qualification enabling one to
teach at the university level) for two books previously published. After briefly occupying
Theodor Adorno1’s former chair at the Universität Frankfurt, (where he taught a poorly-
attended seminar on the sociology of love), he accepted a position at the newly-founded
Reformuniversität Bielefeld (Baecker, 2005).

In 1973 he engaged in a debate with theorist Jürgen Habermas2 about the role of social
theory. This debate was later published as a series of essays in Theorie der Gesellschaft oder
Sozialtechnologie: Was leistet die Systemforschung? (Theory of Society or Social Technology:
What can Systems Research Accomplish?) (1973). The debate with Habermas (whose theory
receives a much wider acceptance outside of Germany) served as the Anglophonic world’s
major introduction to Luhmann’s thought.

Luhmann published profusely throughout his career, with each book and essay building a
foundation for his final theory of society. He retired from this position in 1993, but continued
to publish. His magnum opus, Die Gesellschaft der Gesellschaft (The Society of the Society)
was published a year before his death in 1997.

1 Chapter 6 on page 49
2 http://en.wikipedia.org/wiki/Habermas
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10.1.3 Early Influences

By the end of the 19th century, industrialization had profoundly changed the Western world.
Sociology had come into its own as a science: Karl Marx published profusely throughout the
mid-1800s. Ferdinand Tönnies3 (1887) described social flows from Gemeinschaft (community,
relationship oriented association) toward Gesellschaft (self interest oriented society) in 1887.
Emile Durkheim (1893) explored the division of labor a few years later, and opened the
first European sociology department in 1896. Max Weber4 developed new methodological
approaches and also founded a sociology department by 1920. While these fathers of the
discipline differed greatly in their research and philosophy of society, they all recognized
that the function and dysfunction of society is linked to the function and dysfunction of
different social components such as classes, institutions, technologies, or individuals.

Durkheim’s Functionalism

Durkheim’s theory of functionalism, in particular, had a lasting impact upon the social
sciences. Durkheim argued that “social facts” existed independent of individuals and
institutions, and that these facts were the most productive subject for empirical sociological
research. Social facts (such as suicide rates (Durkheim 1951), policies, or church attendance)
can be measured, interpreted, and tested. Social theories derived from these analyses can
then be used to explain social functioning.

The determination of function is . . . necessary for the complete explanation of the
phenomena. . . .To explain a social fact it is not enough to show the cause on which it
depends; we must also, at least in most cases, show its function in the establishment of
social order. (1950, p. 97)

Durkheim’s functionalism measured social effects within the context of a larger social
environment. Durkheim’s 1893 book The Division of Labor in Society focused on labor
division in an attempt to describe and explain social order. He elaborated on the manner in
which increasing labor division affects the evolution of societies.

Parsonian Social Systems

Talcott Parsons, who would become America’s preeminent social theorist throughout the
mid-20th century, drew on Durkheim’s functionalism in the development of his theory of
social action. He was also able to integrate concepts from the burgeoning fields of general
systems theory (von Bertalanffy, 1950; 1976), information theory (Shannon & Weaver, 1949),
and social cybernetics (Wiener, 1948; 1950). Whereas Durkheim was content to develop
sociology as a discipline alongside the other social sciences, Parsons became the advocate
of a “grand theory” that could subsume the other social sciences. Drawing heavily from
Weber’s writings on action (which Parsons translated himself), Parsons’ functionalism was
developed as a theory of action. Individuals were understood as acting of their own volition,
influenced in their behavior by external forces. As a component of this larger theory, Parsons

3 http://en.wikipedia.org/wiki/Ferdinand%20Tonnies
4 http://en.wikipedia.org/wiki/Max%20Weber
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developed the theory of the social system. His “social system” is generally synonymous with
the term “society” and emerges from the interaction of individuals (Parsons, 1951). For the
purposes of this chapter only a few features of Parson’s theory can be discussed. These will
include his conceptions of the functional imperatives of action and the notion of equilibrium.

Equilibrium
Parsons’ social equilibrium is the orderly, smoothly functioning society. It is the result
of individuals' acting according to the norms and values that have been provided in their
social environment (Parsons, 1951). Parsonian social systems tended towards equilibrium,
because “the actions of the members of a society are to a significant degree oriented to a
single integrated system of ultimate ends common to these members” (Parsons qtd. in Heyl,
1968). The understanding of equilibrium within different societies was the primary goal of
social systems theory, and (as Parsons would have it) sociology as a whole.

Functional imperatives of action
Parsons’ functional imperatives of action were developed as a way to classify the goals
that “action systems” (be it individuals, institutions, or groups) would pursue to reach
equilibrium. His AGIL model (adaptation, goal-attainment, integration, latent pattern
maintenance) remains one of his most famous formulations.

A - The function of adaptation addresses the fact that resources in the environment are
scarce, and the system must secure and distribute these resources. For social systems,
social institutions are employed to meet these needs. The economy is generally identified
as the primary institution that meets this need.

G - The function of goal-attainment deals with the system’s desire to use resources to
achieve specific situational ends. Political institutions generally fulfill this role for social
systems.

I – Integration is the most complex and problematic of the functional imperatives. It
addresses the need for a system to coordinate and regulate the various subunits within a
system. Integration of social systems is often associated with laws and norms, and judicial
institutions.

L – Finally, the function of pattern maintenance refers to a system’s ability to maintain
its own stability, and consists of two distinct components. For social systems, the first
component deals with the ability of the system to motivate normative behavior of actors.
The second component is involved with the transmission of social values. This imperative
might be institutionally satisfied by education and religion (Wallace & Wolf, 1991).

The actions of an individual, for example, could then be compared to the actions of an
institution within this framework. The social system, also subject to these imperatives, is in
equilibrium because all of its constituent actors are morally impelled to perform socially-
expected functions. As might be expected, Parsons’ early work was frequently criticized for
failing to account for social change, the opposite of social equilibrium. Parsons eventually
developed an evolutionary model of social change that described incremental adjustments
occurring through slight disruptions of the social system’s equilibrium.
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10.1.4 Luhmann and Social Systems

Sociology is stuck in a theory crisis. (Luhmann, 1995, p. xlv)

Luhmann criticized the sociology of his time as being irredeemably subjective and unable
to usefully describe reality. “Action theory is reconstructed as structural theory, structural
theory as linguistic theory, linguistic theory as textual theory, and textual theory as action
theory” (Luhmann, 1995, p. xlvi). The acquisition of new knowledge, Luhmann argued, was
derived from some recombination of the work of classical theorists. Social theory spiraled
into higher and higher levels of complexity, each refocusing and realignment of classical
theory laying the foundation for ever more complex theoretical iterations. Luhmann set his
personal task as no less than the complete theoretical reconceptualization of the discipline
within a wholly consistent framework.

Luhmann’s sociological systems theory makes only two fundamental assumptions: that
reality exists, and that systems exist (Luhmann, 1995, p. 12). The theory contains a
constructivist epistemology, as it claims that knowledge can only exist as a construction of
human consciousness. Luhmann does not claim that there is no external reality, but that
our knowledge of it will always be subject to the symbolic system we use to represent it.

From these simple assumptions, Luhmann attempts to build a universal social theory:

Theory. . . claims neither to reflect the complete reality of its object, nor to exhaust all
the possibilities of knowing its object. Therefore it does not demand exclusivity for its
truth claims in relation to other, competing endeavors. But it does claim universality
for its grasp of its object in the sense that it deals with everything social and not just
sections. (Luhmann, 1995, p. xlv)

The theory is universal because it seeks to describe and explain itself, along with all other
social phenomena. The theory is self-referential.

Luhmann proceeds to clarify three fundamental differences between his theory and previous
social theories. First, his theory is universal and can be applied to all social phenomena.
Second, his theory is self-referential, and capable of examining itself in its own terms. Third,
his theory is both complex and abstract enough to accomplish the previous two goals
(Luhmann, 1995, xlviii).

There is no default entry point to Luhmann’s sociological systems theory. The structure
of the theory is systemic. This means that the integration of its components is not linear
and additive, but circular. The components of the theory do not build upon each other
but produce each other. This introduction will attempt to show some of Luhmann’s most
innovative developments, including his break from previous social systems theory.

A theory of communication

Luhmann found Parsons’ systems approach inspiring, but noticed several inconsistencies
and problems. Stichweh (2000), a student of Luhmann’s, explains that there are two major
strands of reasoning that led Luhmann to base his theory on communication rather than
action. The first issue was that the actions of psychic systems (minds) and of social systems is
difficult to distinguish using action theory. The interaction of the actor and his environment
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can only be described when the actor and environment are placed on the same analytic
level. In Luhmann’s theory, the social system emerges from the communication between
psychic systems (minds), and cannot be understood as a separate system “acting” on the
individual. The second issue is that action theory cannot differentiate between action and
experience. Selection (one of the components of Luhmann’s definition of communication, to
be outlined below) can be viewed as either an action on the part of the selecting system, or
as information about the state of the selecting system’s environment. The classification of
information, Luhmann reasons, is not causally related to actors, and should be classified as
experience, not action.

Individuals and the social system

One aspect of Luhmann’s theory that is significantly different from most social theories is
that the human individual is not seen as focal to understanding society. In fact, Luhmann’s
theory states unequivocally that the individual is not a constituent part of society. This
counterintuitive claim begins to make sense if one recalls that Luhmann’s basic social
element is communication. An individual is only relevant to society to the extent that they
communicate. Whatever does not communicate within the society – such as biological and
psychic systems – is not a part of the society. Psychic systems, or individual minds, can
think but cannot communicate. In the social systems view, individuals are only loci for
social communication.

Autopoietic systems

We will return to the issue of the individual within the social system after further discussion
of Luhmann’s notion of “system”. A system is emergent, in that it comes into existence
as soon as a border can be drawn between a set of communications and the context of
the communication, or the systems environment. A system is always less complex than
its environment – if a system does not reduce the complexity in its environment, then it
cannot perform any function. A system effectively defines itself by creating and maintaining
a border between itself and the environment. In the case of biological systems, this concept
of systemic self-generation was first identified and examined by Maturana and Varela (1980).
They termed the self-generation of biological systems “autopoietic”. Luhmann believed
that autopoiesis could be usefully applied to social systems as well. Luhmann’s autopoietic
systems do more than just define their own borders. They also produce their own components
and organizational structures. The major benefit of the autopoietic perspective on social
systems is that it presents them without ambiguity, and not as something that can be
reduced to anything other than itself, such as “consciousness” or a sum of actions (Anderson,
2003). Returning to the issue of the individual, it is again possible to see why individuals
cannot be components of social systems – social systems are comprised of communications
and therefore produce communications, not people (“Niklas Luhmann,” 2005).

Communication as selection

Another Luhmannian conception that might seem counterintuitive is his subjectless, actionless
definition of communication. “Communication is coordinated selectivity. It comes about
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only if ego fixes his own state on the basis of uttered information” (Luhmann, 1995, p. 154).
Luhmann criticizes the “transmission” metaphor of communication because “it implies too
much ontology” and that “the entire metaphor or possessing, having, giving, and receiving” is
unsuitable (1995, p. 139). For Luhmann, communication is not an “action” performed by an
“actor” but a selection performed by a system. This "selection" that results in communication
is more similar to Darwin’s “natural selection” than to the everyday usage of the term. A
social system generates communication much as a natural environment generates biological
traits.

The selection process that Luhmann terms communication is actually a synthesis of three
separate selections: the selection of information, the selection of a form, and the selection
of an understanding (Anderson, 2003). Following Shannon and Weaver’s (1949) theory of
information, Luhmann identifies information as a selection from a “repertoire of possibilities”
(1995, p.140). The form of a communication is how the message is communicated. The
selection of understanding refers to what should be understood about the message. A critical
note here is that understanding does not refer to the message’s reception by a psychic
system, but rather the linkage of the message to subsequent communications (Anderson,
2003). The result of this selection process is the creation of meaning, which is the medium
of communication in social systems (Luhmann, 1995, p. 140).

Social (and psychic) systems construct and sustain themselves in this way through communi-
cation. Communications can only exist as a product of social (and psychic) systems. Society
is then a self-descriptive system that contains its own description. Luhmann recognizes
that this definition is recursive and antithetical to classical scientific theory (“Soziologische
Systemtheorie”, 2005).

10.1.5 Contemporary research

A variety of scholars today employ sociological systems analysis in fields ranging from
law to literary theory. The theory is one of the most popular in German sociology, and
has a significant following in continental Europe, Japan, and elsewhere (“Soziologische
Systemtheorie,” 2005). Many of Luhmann’s former students and colleagues, such as Dirk
Baecker, Peter Fuchs, Armin Nassehi, and Rudolf Stichweh, continue to develop the theory.

10.1.6 Conclusion

The preceding can only serve as the briefest of introductions to an enormous body of original
thought. A lifetime’s work of thousands of pages of published text cannot be condensed into
a few thousand words. This chapter has attempted to trace some of the major theoretical
threads which led to the development of Luhmann’s universal theory of sociological systems.
It presents some of Luhmann’s most engaging and innovative conceptual formulations.
Because Luhmann’s theory represents a major break from the classical social sciences in
structure and content, its comprehension requires a significant investment of intellectual
effort. This effort is worthwhile, as Luhmann’s meticulous theoretical paradigm provides a
useful alternative to other social science traditions.
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11 Network Society

11.1 Introduction to the Network Society

Information has been a central theme in 21st century research, just as capital was in the 20th
century. It is frequently said that society is now living in an information age1, which has
provided various information technologies (i.e. the Internet and cellular phones). However
the "information age" has not been clearly defined. Although many define the current
economy as an information economy, there is still no universally accepted definition to refer
to the current society. Currently, over thirty different labels for referring to contemporary
society are used in academic fields and casual conversation (Alvarez & Kilbourn, 2002).
Some of these labels include: information society, global village, digital society, wired society,
post-industrial society, and network society. Some of the terms describe the same phenomena,
while others do not.

Among the numerous scholars trying to define this new society, Manuel Castells is the most
foremost and unique, in terms of at least two aspects: Firstly, he is an incredibly prolific and
energetic theorist on the subject of the information age. He has written over twenty books,
published over one hundred academic journal articles, and co-authored over fifteen books.
He is currently a professor of Sociology and City and Regional Planning at the University of
California, Berkeley. He has also served on many national and international organizations
such as: the Advisory Council to the United Nations Task Force on Information and
Communication Technology, the International Advisory Council to the President of South
Africa on Information Technology and Development, the United Nations Secretary General's
High Level Panel on Global Civil Society and the United Nations, and UNESCO. Secondly,
his critical viewpoint toward networks and the information economy has made him more
unique than other information economists and sociologists. Castells is distinguishable from
“the Utopians who have taken over the information society camp” (Duff, 1998, p. 375), since
he believes that the dark side of a new economy is embedded in the intrinsic characteristics
of new technologies. Thus, Castells maintains a deterministic view of technology, whereas
the Utopians regard information technologies as instruments for human evolution.

Castells has become one of the most influential theorists over the past thirty years since his
wide array of works has provided a unique and critical framework for examining contemporary
society. Castells has been called the first great philosopher of cyberspace for his work on
the information economy (Gerstner, 1999). His trilogy published between 1996 and 1998
is recognized as a compendium of his theory about the information age. In the trilogy,
consisting of The Network Society, The Power of Identity, and End of Millennium, Castells'
analysis of the new economy colligates several strands of the new society: new technological
paradigms, globalization, social movements, and the demise of the sovereign nation-state.

1 http://en.wikipedia.org/wiki/Information_age
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The Network Society deals with the "new techno-economic system" (Castells, 2001, p. 4).
The Power of Identity discusses social movements and politics resisting or adapting to the
network society. End of Millennium, the last work of the trilogy, describes the results of the
previous two factors in the world. This chapter thus explores what a Castellian network
society is, through exploration of his trilogy and other articles.

11.2 New Economy

11.2.1 New forms of time and space

The concept of an information economy or network economy is undoubtedly related to
new information technologies. According to economists, the definition of an information
economy can mean not only an abundant use of information technologies, but also a new
something that affects the way individuals work, produce, and consume. Human processes
are changed by these technologies. Thus, to understand the information economy, one should
first understand the characteristics of new information technologies, and then study the
paradigm shift into the network society.

Castells (1996, 1997a, 2000) defined the network society as a social structure which is
characterized by networked communications technologies and information processing. This
includes such social phenomena as economic interdependence among nations as well as
globalization and social movements related to individual identity. Based on this definition,
Castells (2000) hypothesized that the network society is organized around two new forms of
time and space: timeless time and the space of flows.

In terms of timeless time, new technologies, such as biotechnologies and communication
networks, are breaking down the biological sense of time as well as logical sequences of time.
Castells’ (1997b) example of new biological reproductive technologies blur life cycle patterns
in conditions of parenting by either slowing down or speeding up the life cycle.

Space of flow infers that physical distances are closer among organizations in the society, and
information can be easily transmitted from one point to another point by new communication
technologies. This means the annihilation of logical concept of space. For example, the
hyperlink on webpage collapses succession of things in time and space span, because it brings
one from one location to another location in an instant. Castells (2000) stated: “Space
and Time, the material foundations of human experience, have been transformed, as the
space of flows dominates the space of places, and timeless time supersedes clock time of the
industrial era” (p. 1).

11.2.2 New Techno-Economy Paradigm

Castells stated that the new network society is dominated by “a new techno-economic
paradigm based on information networks-informationalism” (Cabot, 2003, p.1148). Castells
(2004) definition of informationalism is “a technological paradigm based on the augmentation
of the human capacity of information processing and communication made possible by the
revolutions in microelectronics, software, and genetic engineering” (p. 11). Information
processing and communication, like newspapers, radios, and televisions, existed in history
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too. However, information technologies were not fundamental materials for development
in the past industrial economy. The informational economy depends on the capacity of
networks. Thus, without the capacity provided by these new technologies, the new economy
would not be able to operate, as the industrial society could not fully expand without
electricity (Castells, 2004).

Whereas the industrial economy was based on a value chain from manufacturers to retailers,
the information economy created various positions related to information technologies and
the networks in the value chain such as designers, operators, and integrators. The information
economy requires a greater number of highly intelligent laborers that can manage and control
the technologies than in an industrial economy. Moreover, there are comparatively more
opportunities to create a profit in the network industry or information industry than in
other industries. Due to the importance of the networks and communication technologies
in the new economy, networks, as a new material for new economy, began to formulate
social power, and the members exploiting the ability of networks began to acquire social
power (Gerstner, 1999). For example, the network enterprise is the prevailing form of
business organization in information economy, since it follows “a complete transformation of
relationships of production and management” (Castells, 2000b, p.607).

11.2.3 Global Economy

Since the modern digital networks that the new paradigm emphasizes have no geographical
limitation, the information economy is largely characteristic of global economy. The global
economy can be defined as “a network of financial transactions, production sites, markets,
and labor pools on a planetary scale” (Castells, 2000b, p.695). This definition places
emphasis on the “linkages between economic agents,” which are essentially horizontal and
flexible relationships in which the operating economic agents, as nodes in networks, enact a
project (Fields, 2002, p.56). Thus, these linkages are not really firms, but instead can be
seen as networking nodes.

The nature of technologies and networks generally affects the structure of the economy. The
flexibility of modern business organizations reflects the flexible nature of new networks,
so that the linkages are occasionally transformed and reconstructed for its profitability.
Since current networks have few physical limitations and open systems, they can “increase
their value exponentially as they add nodes” (Castells, 2000c, p.698) and can create infinite
linkages among other agents for their goals. Thus, the structure of information economy is
not constrained by geographical restrictions. At the definition of the global economy, the
planetary scale does not require highly internationalized organizations or wide geographical
ranges. Rather, in terms of the space of flows made of bits and pieces of places, global
economy exists in the reconstructed time and space. Gupta (2003) uses the example of
NASDAQ, an electronically wired stock market, for the case of global economy. The global
economy is a concept that values the speed with which knowledge, goods, and people are
transacted. Spatial distance is no longer significant.

On the contrary, rails and telegraph have also influenced the structure of the past industrial
economy. Richard R. Jone (2000) estimated that new digital revolution in the past half
century is comparable to the role of railroads and telegraphy in the 19th century, in terms of
“information infrastructure” (pp. 68-86). In the case of the 19th century, the railroad and
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telegraph, as new networks, contributed to compress geographical distance, which accelerated
industrial development. However, since the networks were less flexible under their physical
limitations, the industrial structure, based on the networks, was less flexible than today. In
the 19th century, the structure of business was generally vertically integrated, relying on
mass-production systems, and mass-distribution networks. In sum, new technology alters
the structure of society and industry by its inherent nature, so that the structure in the
new economy is flexible and horizontal with production and consumption relying on the new
global and digital networks.

11.3 Main Features of New Economy

11.3.1 Individualization of Work

In the new global economy, a cleavage or gap seems to increase between "'generic labour'
(casual substitutable labour) and 'self-reprogrammable labour' (those with the ability to
adapt their skills throughout their lives)" (Kaldor, 1998, p. 899). Generic labour refers to
a person who is unskilled or possesses lower skills or has a low level of education. These
individuals usually work for low-wage labor, and according to Castells (2004) can be,
"disposable, except if they assert their right to exist as humans and citizens through their
collective action" (p. 40). On the contrary, self-reprogrammable labour refers to highly
educated people who manage and control information with high creativity. Castells (2004)
states:

"The more our information systems are complex, and interactively connected to data bases
and information sources, the more what is required from labor is to be able of this searching
and recombining capacity. This demands the appropriate training, not in terms of skills,
but in terms of creative capacity, and ability to evolve with organizations and with the
addition of knowledge in society" (p. 40).

Since the matter of labour in the global economy is related to capacity and creativity,
Castells (2001) suggests that education is a more important solution today.

Another problem in the cleavage between both types of labours is that labor organizations
cannot function properly, and rather divide the self-reprogrammable labour from the generic
labour. Another example of the cleavage is that within the industrial system, the employment
of "flexible woman" increased, but that of "organized man" decreased, over the last couple of
decades. The more valuable segments in the value chain of global economy can survive.

Since the global economy allows flexible and arbitrary linkage between nodes, a business
organization can easily redeploy their labour sources from one market to the other market
in a planetary scope. Thus, globalization of the economic activities enables the situation
that one labour market is supplied for abundant works, but, at the same time, one market
experiences a serious unemployment. The other problem of labour in global economy is
that new technologies increase the productivity of blue-collar worker, so that the network
enterprises downsize its own system. This is reminiscent of the mass layoffs in the 19th
century.
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Castells (1997b) views these trends as "the reversal trend of socialization of labour that
characterized the industrial age" (p. 9). He warns of the alienation of workers in the network
society by using Carnoy's terms of "individualization of work".

"Networking and individualization of work leaves workers to themselves. Which is all right
when they are strong, but becomes a dramatic condition when they do not have proper
skills, or they fall into some of the traps of the system (illness, additions, psychological
problems, lack of housing, or of health insurance)" (Castells, 1999).

11.3.2 Inequality in the Global Economy

The central point of Castells' information economy is that the inherent logic of the system is
exclusionary, and the gap is increasing (Gerstner, 1999). Castells (2000a) defines the global
economy as “still-capitalism”, since the purpose of production in the new economy is still
for profit and the economy system is still based on property rights (p. 373). Castells (2004)
states: "Capitalism has not disappeared, but it is not, against the ideologically suggested
perception, the only source of value in the global town" (p. 39).

Castells suggests that Africa, as the fourth world, is “dropping further and further behind
the global economy with each leap forward by the techno-elite” (Gerstner, 1999). This is not
because of political purposes, but because of the inherent nature of technology. Why does
the inequality increase if tremendous technological advancements are supplied to society?
New networks and communication technologies enable people or nodes to build relations
with others. However, the decision of making relations is up to the comparative value
of each node. Thus, Africa, which has no legacy from an industrial era, is composed of
less valuable segments, which remain isolated or utilized for cheap wage labor in the new
economy. Poor children in Africa and Latin America are still exploited at work by global
business organizations.

The inequality occurs in information consumption. Alvin Toffler and Nicolas Negroponte
believed that the new information technologies would lead a radical, positive change in the
economy. Castells foresees that technical changes are not equally beneficial to everyone in
the global economy. His attention is focused on the digital divide, which refers inequitable
distribution or access to information. Wireless communication, Broadband cable, and other
new technologies made it possible to hyperlink instantly among multiple spots. However,
the majority of the populations remain unwired. According to Castells, information, like the
capitals in industrial economy, is always insufficient to all the people.

Since Castells considers the new techno-economic paradigm in network society a "socially
embedded process, not as an exogenous factor affecting society," he can be categorized as a
technology determinist. However, he has never blamed the technology itself, even if he thinks
that the nature of modern technology increases the inequity of global societies. Castells
states: "This is not an opinion. It's an empirical observation. However, this is not the
fault of technology, it is the way we use it.... Unequal, undemocratic, exclusionary societies,
on the contrary, will see the power of technology dramatically increases social exclusion"
(Gerstner, 1999).
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11.3.3 The demise of the Sovereign Nation-State

Another main trend of the new economy is the “demise of the sovereign nation-state"
(Castells, 2000c, p. 694). Since both global networks and communication technologies have
increased the strength and frequency of transforming information, capitals, and labour
among other nodes in the networks, all nations and states have become more interdependent.
The increased relations stimulate the necessity of transnational institutions such as the EU,
NATO, ASEAN, and UN. Castells (2001) argues that the degree of freedom of nation states
has shrunk to an extraordinary degree in the last ten years, because of the European Union.
Member nations in the European Union have decentralized markets in order to strengthen
their bargaining power and socio-economic control. Consequently, each member state in the
Union has experienced diminishing social power over their national issues and more complex
relations with each other. Nodes in information economies or network economies do not
necessarily exist in the form of an organization, but occasionally exist as a individuals, such
as Alan Greenspan, the Chairman of Federal Reserve Board (Castells, 2001).

However, the demise of sovereignty for Castells does not mean that the current nations or
states will disappear through global networks, but that their social power should be shared
or restricted by other institutions, nations, or states.

11.4 Skepticism

Castells’ theory revisits Marxist skepticism regarding industrialism. The theory of the
network society uses many concepts and viewpoints traditionally held by Marxists. Castells
replaces the position of capital in industrialism by the concept of information. In his analysis,
Castells recognizes that the rise of informationalism and the nature of networks has led global
societies toward inequality and social exclusion, widening the cleavage between "generic
labour" and "self-reprogrammable labour," global city and local city, information-rich and
information-poor. Thus, Tony Giddens, Alain Touraine, Peter Hall, and Chris Freeman
compare Castells to such sociologists of importance as Marx and Weber (Cabot, 2003).
During the 1970s, Castells exhibited a Marxist intellectual trajectory, and he confessed that
he felt the need of Marxism for probing political change in information age.

11.5 Legacy

Castell's most important contribution was that he attempted to build a grand theory of the
information age in macro-perspective. Even though his work is still progressing, his wide
ranging analysis has provided an in-depth, yet macro understanding about the information
society. The majority of his approach has been empirical in an attempt to diagnose the
contemporary problems in the information society. Castells states his high dissatisfaction
with the apparent superficiality of the prophecies that futurists such as Toffler and Gilder
had announced for the "new" society. Although there are some criticisms that Castells
overemphasized the negative effects of the information economy, his analysis for each case,
such as the collapse of Soviet Union, was empirical and very accurate.
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In addition, Castells analysis is globalized, even if he warns of the dark side of globalization.
As most information infrastructures are centralized on U.S. or Western European nations,
most of the academic analysis on information economy concerns those countries. However,
Castells’ empirical studies range from the fourth-world countries to the European Union.
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13 Licenses

13.1 GNU GENERAL PUBLIC LICENSE
Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc.
<http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed. Preamble

The GNU General Public License is a free, copyleft
license for software and other kinds of works.

The licenses for most software and other practi-
cal works are designed to take away your freedom
to share and change the works. By contrast, the
GNU General Public License is intended to guaran-
tee your freedom to share and change all versions
of a program–to make sure it remains free software
for all its users. We, the Free Software Foundation,
use the GNU General Public License for most of our
software; it applies also to any other work released
this way by its authors. You can apply it to your
programs, too.

When we speak of free software, we are referring
to freedom, not price. Our General Public Li-
censes are designed to make sure that you have
the freedom to distribute copies of free software
(and charge for them if you wish), that you receive
source code or can get it if you want it, that you
can change the software or use pieces of it in new
free programs, and that you know you can do these
things.

To protect your rights, we need to prevent others
from denying you these rights or asking you to sur-
render the rights. Therefore, you have certain re-
sponsibilities if you distribute copies of the soft-
ware, or if you modify it: responsibilities to respect
the freedom of others.

For example, if you distribute copies of such a pro-
gram, whether gratis or for a fee, you must pass
on to the recipients the same freedoms that you re-
ceived. You must make sure that they, too, receive
or can get the source code. And you must show
them these terms so they know their rights.

Developers that use the GNU GPL protect your
rights with two steps: (1) assert copyright on the
software, and (2) offer you this License giving you
legal permission to copy, distribute and/or modify
it.

For the developers’ and authors’ protection, the
GPL clearly explains that there is no warranty for
this free software. For both users’ and authors’
sake, the GPL requires that modified versions be
marked as changed, so that their problems will not
be attributed erroneously to authors of previous
versions.

Some devices are designed to deny users access to
install or run modified versions of the software in-
side them, although the manufacturer can do so.
This is fundamentally incompatible with the aim
of protecting users’ freedom to change the software.
The systematic pattern of such abuse occurs in the
area of products for individuals to use, which is
precisely where it is most unacceptable. Therefore,
we have designed this version of the GPL to pro-
hibit the practice for those products. If such prob-
lems arise substantially in other domains, we stand
ready to extend this provision to those domains in
future versions of the GPL, as needed to protect
the freedom of users.

Finally, every program is threatened constantly by
software patents. States should not allow patents
to restrict development and use of software on
general-purpose computers, but in those that do,
we wish to avoid the special danger that patents
applied to a free program could make it effectively
proprietary. To prevent this, the GPL assures that
patents cannot be used to render the program non-
free.

The precise terms and conditions for copying, dis-
tribution and modification follow. TERMS AND
CONDITIONS 0. Definitions.

“This License” refers to version 3 of the GNU Gen-
eral Public License.

“Copyright” also means copyright-like laws that ap-
ply to other kinds of works, such as semiconductor
masks.

“The Program” refers to any copyrightable work
licensed under this License. Each licensee is ad-
dressed as “you”. “Licensees” and “recipients” may
be individuals or organizations.

To “modify” a work means to copy from or adapt
all or part of the work in a fashion requiring copy-
right permission, other than the making of an exact
copy. The resulting work is called a “modified ver-
sion” of the earlier work or a work “based on” the
earlier work.

A “covered work” means either the unmodified Pro-
gram or a work based on the Program.

To “propagate” a work means to do anything with it
that, without permission, would make you directly
or secondarily liable for infringement under appli-
cable copyright law, except executing it on a com-
puter or modifying a private copy. Propagation in-
cludes copying, distribution (with or without mod-
ification), making available to the public, and in
some countries other activities as well.

To “convey” a work means any kind of propagation
that enables other parties to make or receive copies.
Mere interaction with a user through a computer

network, with no transfer of a copy, is not convey-
ing.

An interactive user interface displays “Appropriate
Legal Notices” to the extent that it includes a con-
venient and prominently visible feature that (1) dis-
plays an appropriate copyright notice, and (2) tells
the user that there is no warranty for the work (ex-
cept to the extent that warranties are provided),
that licensees may convey the work under this Li-
cense, and how to view a copy of this License. If
the interface presents a list of user commands or
options, such as a menu, a prominent item in the
list meets this criterion. 1. Source Code.

The “source code” for a work means the preferred
form of the work for making modifications to it.
“Object code” means any non-source form of a
work.

A “Standard Interface” means an interface that ei-
ther is an official standard defined by a recognized
standards body, or, in the case of interfaces spec-
ified for a particular programming language, one
that is widely used among developers working in
that language.

The “System Libraries” of an executable work in-
clude anything, other than the work as a whole,
that (a) is included in the normal form of packag-
ing a Major Component, but which is not part of
that Major Component, and (b) serves only to en-
able use of the work with that Major Component,
or to implement a Standard Interface for which an
implementation is available to the public in source
code form. A “Major Component”, in this context,
means a major essential component (kernel, window
system, and so on) of the specific operating system
(if any) on which the executable work runs, or a
compiler used to produce the work, or an object
code interpreter used to run it.

The “Corresponding Source” for a work in object
code form means all the source code needed to gen-
erate, install, and (for an executable work) run
the object code and to modify the work, including
scripts to control those activities. However, it does
not include the work’s System Libraries, or general-
purpose tools or generally available free programs
which are used unmodified in performing those ac-
tivities but which are not part of the work. For
example, Corresponding Source includes interface
definition files associated with source files for the
work, and the source code for shared libraries and
dynamically linked subprograms that the work is
specifically designed to require, such as by intimate
data communication or control flow between those
subprograms and other parts of the work.

The Corresponding Source need not include any-
thing that users can regenerate automatically from
other parts of the Corresponding Source.

The Corresponding Source for a work in source code
form is that same work. 2. Basic Permissions.

All rights granted under this License are granted
for the term of copyright on the Program, and are
irrevocable provided the stated conditions are met.
This License explicitly affirms your unlimited per-
mission to run the unmodified Program. The out-
put from running a covered work is covered by this
License only if the output, given its content, con-
stitutes a covered work. This License acknowledges
your rights of fair use or other equivalent, as pro-
vided by copyright law.

You may make, run and propagate covered works
that you do not convey, without conditions so long
as your license otherwise remains in force. You may
convey covered works to others for the sole purpose
of having them make modifications exclusively for
you, or provide you with facilities for running those
works, provided that you comply with the terms
of this License in conveying all material for which
you do not control copyright. Those thus making or
running the covered works for you must do so exclu-
sively on your behalf, under your direction and con-
trol, on terms that prohibit them from making any
copies of your copyrighted material outside their
relationship with you.

Conveying under any other circumstances is permit-
ted solely under the conditions stated below. Subli-
censing is not allowed; section 10 makes it unneces-
sary. 3. Protecting Users’ Legal Rights From Anti-
Circumvention Law.

No covered work shall be deemed part of an effec-
tive technological measure under any applicable law
fulfilling obligations under article 11 of the WIPO
copyright treaty adopted on 20 December 1996, or
similar laws prohibiting or restricting circumven-
tion of such measures.

When you convey a covered work, you waive any
legal power to forbid circumvention of technologi-
cal measures to the extent such circumvention is ef-
fected by exercising rights under this License with
respect to the covered work, and you disclaim any
intention to limit operation or modification of the
work as a means of enforcing, against the work’s
users, your or third parties’ legal rights to forbid
circumvention of technological measures. 4. Con-
veying Verbatim Copies.

You may convey verbatim copies of the Program’s
source code as you receive it, in any medium, pro-
vided that you conspicuously and appropriately
publish on each copy an appropriate copyright no-
tice; keep intact all notices stating that this License
and any non-permissive terms added in accord with
section 7 apply to the code; keep intact all notices
of the absence of any warranty; and give all recipi-
ents a copy of this License along with the Program.

You may charge any price or no price for each copy
that you convey, and you may offer support or war-
ranty protection for a fee. 5. Conveying Modified
Source Versions.

You may convey a work based on the Program, or
the modifications to produce it from the Program,
in the form of source code under the terms of sec-
tion 4, provided that you also meet all of these con-
ditions:

* a) The work must carry prominent notices stating
that you modified it, and giving a relevant date. *
b) The work must carry prominent notices stating
that it is released under this License and any con-
ditions added under section 7. This requirement
modifies the requirement in section 4 to “keep in-
tact all notices”. * c) You must license the entire
work, as a whole, under this License to anyone who
comes into possession of a copy. This License will
therefore apply, along with any applicable section 7
additional terms, to the whole of the work, and all
its parts, regardless of how they are packaged. This
License gives no permission to license the work in
any other way, but it does not invalidate such per-
mission if you have separately received it. * d) If
the work has interactive user interfaces, each must
display Appropriate Legal Notices; however, if the
Program has interactive interfaces that do not dis-
play Appropriate Legal Notices, your work need not
make them do so.

A compilation of a covered work with other sepa-
rate and independent works, which are not by their
nature extensions of the covered work, and which
are not combined with it such as to form a larger
program, in or on a volume of a storage or distri-
bution medium, is called an “aggregate” if the com-
pilation and its resulting copyright are not used to
limit the access or legal rights of the compilation’s
users beyond what the individual works permit. In-
clusion of a covered work in an aggregate does not
cause this License to apply to the other parts of the
aggregate. 6. Conveying Non-Source Forms.

You may convey a covered work in object code form
under the terms of sections 4 and 5, provided that
you also convey the machine-readable Correspond-
ing Source under the terms of this License, in one
of these ways:

* a) Convey the object code in, or embodied in,
a physical product (including a physical distribu-
tion medium), accompanied by the Corresponding
Source fixed on a durable physical medium custom-
arily used for software interchange. * b) Convey the
object code in, or embodied in, a physical product
(including a physical distribution medium), accom-
panied by a written offer, valid for at least three
years and valid for as long as you offer spare parts
or customer support for that product model, to
give anyone who possesses the object code either
(1) a copy of the Corresponding Source for all the
software in the product that is covered by this Li-
cense, on a durable physical medium customarily
used for software interchange, for a price no more
than your reasonable cost of physically performing
this conveying of source, or (2) access to copy the
Corresponding Source from a network server at no
charge. * c) Convey individual copies of the object
code with a copy of the written offer to provide
the Corresponding Source. This alternative is al-
lowed only occasionally and noncommercially, and
only if you received the object code with such an of-
fer, in accord with subsection 6b. * d) Convey the
object code by offering access from a designated
place (gratis or for a charge), and offer equivalent
access to the Corresponding Source in the same way
through the same place at no further charge. You
need not require recipients to copy the Correspond-
ing Source along with the object code. If the place
to copy the object code is a network server, the Cor-
responding Source may be on a different server (op-
erated by you or a third party) that supports equiv-
alent copying facilities, provided you maintain clear
directions next to the object code saying where to
find the Corresponding Source. Regardless of what
server hosts the Corresponding Source, you remain
obligated to ensure that it is available for as long
as needed to satisfy these requirements. * e) Con-
vey the object code using peer-to-peer transmission,
provided you inform other peers where the object
code and Corresponding Source of the work are be-
ing offered to the general public at no charge under
subsection 6d.

A separable portion of the object code, whose
source code is excluded from the Corresponding
Source as a System Library, need not be included
in conveying the object code work.

A “User Product” is either (1) a “consumer prod-
uct”, which means any tangible personal property
which is normally used for personal, family, or
household purposes, or (2) anything designed or
sold for incorporation into a dwelling. In deter-
mining whether a product is a consumer product,
doubtful cases shall be resolved in favor of cover-
age. For a particular product received by a par-
ticular user, “normally used” refers to a typical or
common use of that class of product, regardless of
the status of the particular user or of the way in
which the particular user actually uses, or expects
or is expected to use, the product. A product is a
consumer product regardless of whether the prod-
uct has substantial commercial, industrial or non-
consumer uses, unless such uses represent the only
significant mode of use of the product.

“Installation Information” for a User Product
means any methods, procedures, authorization
keys, or other information required to install and
execute modified versions of a covered work in that
User Product from a modified version of its Corre-
sponding Source. The information must suffice to
ensure that the continued functioning of the modi-
fied object code is in no case prevented or interfered
with solely because modification has been made.

If you convey an object code work under this sec-
tion in, or with, or specifically for use in, a User
Product, and the conveying occurs as part of a
transaction in which the right of possession and
use of the User Product is transferred to the re-
cipient in perpetuity or for a fixed term (regard-
less of how the transaction is characterized), the
Corresponding Source conveyed under this section
must be accompanied by the Installation Informa-
tion. But this requirement does not apply if neither
you nor any third party retains the ability to install
modified object code on the User Product (for ex-
ample, the work has been installed in ROM).

The requirement to provide Installation Informa-
tion does not include a requirement to continue to
provide support service, warranty, or updates for a
work that has been modified or installed by the re-
cipient, or for the User Product in which it has been
modified or installed. Access to a network may be
denied when the modification itself materially and
adversely affects the operation of the network or
violates the rules and protocols for communication
across the network.

Corresponding Source conveyed, and Installation
Information provided, in accord with this section
must be in a format that is publicly documented
(and with an implementation available to the public
in source code form), and must require no special
password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement
the terms of this License by making exceptions from
one or more of its conditions. Additional permis-
sions that are applicable to the entire Program
shall be treated as though they were included in
this License, to the extent that they are valid un-
der applicable law. If additional permissions apply
only to part of the Program, that part may be used
separately under those permissions, but the entire
Program remains governed by this License without
regard to the additional permissions.

When you convey a copy of a covered work, you may
at your option remove any additional permissions
from that copy, or from any part of it. (Additional
permissions may be written to require their own re-
moval in certain cases when you modify the work.)
You may place additional permissions on material,
added by you to a covered work, for which you have
or can give appropriate copyright permission.

Notwithstanding any other provision of this Li-
cense, for material you add to a covered work, you
may (if authorized by the copyright holders of that
material) supplement the terms of this License with
terms:

* a) Disclaiming warranty or limiting liability dif-
ferently from the terms of sections 15 and 16 of this
License; or * b) Requiring preservation of specified
reasonable legal notices or author attributions in
that material or in the Appropriate Legal Notices
displayed by works containing it; or * c) Prohibit-
ing misrepresentation of the origin of that material,
or requiring that modified versions of such material
be marked in reasonable ways as different from the
original version; or * d) Limiting the use for pub-
licity purposes of names of licensors or authors of
the material; or * e) Declining to grant rights under
trademark law for use of some trade names, trade-
marks, or service marks; or * f) Requiring indem-
nification of licensors and authors of that material
by anyone who conveys the material (or modified
versions of it) with contractual assumptions of lia-
bility to the recipient, for any liability that these
contractual assumptions directly impose on those
licensors and authors.

All other non-permissive additional terms are con-
sidered “further restrictions” within the meaning of
section 10. If the Program as you received it, or any
part of it, contains a notice stating that it is gov-
erned by this License along with a term that is a
further restriction, you may remove that term. If a
license document contains a further restriction but
permits relicensing or conveying under this License,
you may add to a covered work material governed
by the terms of that license document, provided
that the further restriction does not survive such
relicensing or conveying.

If you add terms to a covered work in accord with
this section, you must place, in the relevant source
files, a statement of the additional terms that ap-
ply to those files, or a notice indicating where to
find the applicable terms.

Additional terms, permissive or non-permissive,
may be stated in the form of a separately written
license, or stated as exceptions; the above require-
ments apply either way. 8. Termination.

You may not propagate or modify a covered work
except as expressly provided under this License.
Any attempt otherwise to propagate or modify it is
void, and will automatically terminate your rights
under this License (including any patent licenses
granted under the third paragraph of section 11).

However, if you cease all violation of this License,
then your license from a particular copyright holder
is reinstated (a) provisionally, unless and until the
copyright holder explicitly and finally terminates
your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some
reasonable means prior to 60 days after the cessa-
tion.

Moreover, your license from a particular copyright
holder is reinstated permanently if the copyright
holder notifies you of the violation by some reason-
able means, this is the first time you have received
notice of violation of this License (for any work)
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from that copyright holder, and you cure the vi-
olation prior to 30 days after your receipt of the
notice.

Termination of your rights under this section does
not terminate the licenses of parties who have re-
ceived copies or rights from you under this License.
If your rights have been terminated and not perma-
nently reinstated, you do not qualify to receive new
licenses for the same material under section 10. 9.
Acceptance Not Required for Having Copies.

You are not required to accept this License in or-
der to receive or run a copy of the Program. Ancil-
lary propagation of a covered work occurring solely
as a consequence of using peer-to-peer transmission
to receive a copy likewise does not require accep-
tance. However, nothing other than this License
grants you permission to propagate or modify any
covered work. These actions infringe copyright if
you do not accept this License. Therefore, by mod-
ifying or propagating a covered work, you indicate
your acceptance of this License to do so. 10. Auto-
matic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient
automatically receives a license from the original
licensors, to run, modify and propagate that work,
subject to this License. You are not responsible
for enforcing compliance by third parties with this
License.

An “entity transaction” is a transaction transfer-
ring control of an organization, or substantially all
assets of one, or subdividing an organization, or
merging organizations. If propagation of a cov-
ered work results from an entity transaction, each
party to that transaction who receives a copy of the
work also receives whatever licenses to the work the
party’s predecessor in interest had or could give un-
der the previous paragraph, plus a right to posses-
sion of the Corresponding Source of the work from
the predecessor in interest, if the predecessor has it
or can get it with reasonable efforts.

You may not impose any further restrictions on the
exercise of the rights granted or affirmed under this
License. For example, you may not impose a license
fee, royalty, or other charge for exercise of rights
granted under this License, and you may not ini-
tiate litigation (including a cross-claim or counter-
claim in a lawsuit) alleging that any patent claim
is infringed by making, using, selling, offering for
sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who autho-
rizes use under this License of the Program or a
work on which the Program is based. The work
thus licensed is called the contributor’s “contribu-
tor version”.

A contributor’s “essential patent claims” are all
patent claims owned or controlled by the contribu-
tor, whether already acquired or hereafter acquired,
that would be infringed by some manner, permit-
ted by this License, of making, using, or selling its
contributor version, but do not include claims that
would be infringed only as a consequence of further
modification of the contributor version. For pur-
poses of this definition, “control” includes the right
to grant patent sublicenses in a manner consistent
with the requirements of this License.

Each contributor grants you a non-exclusive, world-
wide, royalty-free patent license under the contrib-
utor’s essential patent claims, to make, use, sell, of-
fer for sale, import and otherwise run, modify and
propagate the contents of its contributor version.

In the following three paragraphs, a “patent li-
cense” is any express agreement or commitment,
however denominated, not to enforce a patent (such
as an express permission to practice a patent or
covenant not to sue for patent infringement). To
“grant” such a patent license to a party means to
make such an agreement or commitment not to en-
force a patent against the party.

If you convey a covered work, knowingly relying
on a patent license, and the Corresponding Source
of the work is not available for anyone to copy,
free of charge and under the terms of this License,
through a publicly available network server or other
readily accessible means, then you must either (1)
cause the Corresponding Source to be so available,
or (2) arrange to deprive yourself of the benefit
of the patent license for this particular work, or
(3) arrange, in a manner consistent with the re-
quirements of this License, to extend the patent
license to downstream recipients. “Knowingly re-
lying” means you have actual knowledge that, but
for the patent license, your conveying the covered
work in a country, or your recipient’s use of the cov-
ered work in a country, would infringe one or more
identifiable patents in that country that you have
reason to believe are valid.

If, pursuant to or in connection with a single trans-
action or arrangement, you convey, or propagate
by procuring conveyance of, a covered work, and
grant a patent license to some of the parties re-
ceiving the covered work authorizing them to use,
propagate, modify or convey a specific copy of the
covered work, then the patent license you grant is
automatically extended to all recipients of the cov-
ered work and works based on it.

A patent license is “discriminatory” if it does not in-
clude within the scope of its coverage, prohibits the
exercise of, or is conditioned on the non-exercise
of one or more of the rights that are specifically
granted under this License. You may not convey a
covered work if you are a party to an arrangement
with a third party that is in the business of dis-
tributing software, under which you make payment
to the third party based on the extent of your ac-
tivity of conveying the work, and under which the
third party grants, to any of the parties who would
receive the covered work from you, a discrimina-
tory patent license (a) in connection with copies
of the covered work conveyed by you (or copies
made from those copies), or (b) primarily for and in
connection with specific products or compilations
that contain the covered work, unless you entered
into that arrangement, or that patent license was
granted, prior to 28 March 2007.

Nothing in this License shall be construed as ex-
cluding or limiting any implied license or other de-
fenses to infringement that may otherwise be avail-
able to you under applicable patent law. 12. No
Surrender of Others’ Freedom.

If conditions are imposed on you (whether by court
order, agreement or otherwise) that contradict the
conditions of this License, they do not excuse you
from the conditions of this License. If you cannot
convey a covered work so as to satisfy simultane-
ously your obligations under this License and any
other pertinent obligations, then as a consequence
you may not convey it at all. For example, if you
agree to terms that obligate you to collect a roy-
alty for further conveying from those to whom you
convey the Program, the only way you could satisfy
both those terms and this License would be to re-
frain entirely from conveying the Program. 13. Use
with the GNU Affero General Public License.

Notwithstanding any other provision of this Li-
cense, you have permission to link or combine any
covered work with a work licensed under version
3 of the GNU Affero General Public License into
a single combined work, and to convey the result-
ing work. The terms of this License will continue
to apply to the part which is the covered work, but
the special requirements of the GNU Affero General
Public License, section 13, concerning interaction
through a network will apply to the combination
as such. 14. Revised Versions of this License.

The Free Software Foundation may publish revised
and/or new versions of the GNU General Public Li-
cense from time to time. Such new versions will be
similar in spirit to the present version, but may dif-
fer in detail to address new problems or concerns.

Each version is given a distinguishing version num-
ber. If the Program specifies that a certain num-
bered version of the GNU General Public License
“or any later version” applies to it, you have the
option of following the terms and conditions either
of that numbered version or of any later version
published by the Free Software Foundation. If the
Program does not specify a version number of the
GNU General Public License, you may choose any
version ever published by the Free Software Foun-
dation.

If the Program specifies that a proxy can decide
which future versions of the GNU General Public
License can be used, that proxy’s public statement
of acceptance of a version permanently authorizes
you to choose that version for the Program.

Later license versions may give you additional or
different permissions. However, no additional obli-
gations are imposed on any author or copyright
holder as a result of your choosing to follow a later
version. 15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PRO-
GRAM, TO THE EXTENT PERMITTED BY AP-
PLICABLE LAW. EXCEPT WHEN OTHERWISE
STATED IN WRITING THE COPYRIGHT HOLD-
ERS AND/OR OTHER PARTIES PROVIDE THE
PROGRAM “AS IS” WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESSED OR IMPLIED,
INCLUDING, BUT NOT LIMITED TO, THE IM-
PLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE.
THE ENTIRE RISK AS TO THE QUALITY AND
PERFORMANCE OF THE PROGRAM IS WITH
YOU. SHOULD THE PROGRAM PROVE DEFEC-
TIVE, YOU ASSUME THE COST OF ALL NECES-
SARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLI-
CABLE LAW OR AGREED TO IN WRITING
WILL ANY COPYRIGHT HOLDER, OR ANY
OTHER PARTY WHO MODIFIES AND/OR CON-
VEYS THE PROGRAM AS PERMITTED ABOVE,
BE LIABLE TO YOU FOR DAMAGES, IN-
CLUDING ANY GENERAL, SPECIAL, INCIDEN-
TAL OR CONSEQUENTIAL DAMAGES ARISING
OUT OF THE USE OR INABILITY TO USE
THE PROGRAM (INCLUDING BUT NOT LIM-
ITED TO LOSS OF DATA OR DATA BEING REN-
DERED INACCURATE OR LOSSES SUSTAINED
BY YOU OR THIRD PARTIES OR A FAILURE
OF THE PROGRAM TO OPERATE WITH ANY
OTHER PROGRAMS), EVEN IF SUCH HOLDER
OR OTHER PARTY HAS BEEN ADVISED OF
THE POSSIBILITY OF SUCH DAMAGES. 17. In-
terpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of lia-
bility provided above cannot be given local legal ef-

fect according to their terms, reviewing courts shall
apply local law that most closely approximates an
absolute waiver of all civil liability in connection
with the Program, unless a warranty or assumption
of liability accompanies a copy of the Program in
return for a fee.

END OF TERMS AND CONDITIONS How to Ap-
ply These Terms to Your New Programs

If you develop a new program, and you want it to
be of the greatest possible use to the public, the
best way to achieve this is to make it free software
which everyone can redistribute and change under
these terms.

To do so, attach the following notices to the pro-
gram. It is safest to attach them to the start of
each source file to most effectively state the exclu-
sion of warranty; and each file should have at least
the “copyright” line and a pointer to where the full
notice is found.

<one line to give the program’s name and a brief
idea of what it does.> Copyright (C) <year>
<name of author>

This program is free software: you can redistribute
it and/or modify it under the terms of the GNU
General Public License as published by the Free
Software Foundation, either version 3 of the Li-
cense, or (at your option) any later version.

This program is distributed in the hope that
it will be useful, but WITHOUT ANY WAR-
RANTY; without even the implied warranty of
MERCHANTABILITY or FITNESS FOR A PAR-
TICULAR PURPOSE. See the GNU General Public
License for more details.

You should have received a copy of the GNU Gen-
eral Public License along with this program. If not,
see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by elec-
tronic and paper mail.

If the program does terminal interaction, make it
output a short notice like this when it starts in an
interactive mode:

<program> Copyright (C) <year> <name of au-
thor> This program comes with ABSOLUTELY
NO WARRANTY; for details type ‘show w’. This is
free software, and you are welcome to redistribute it
under certain conditions; type ‘show c’ for details.

The hypothetical commands ‘show w’ and ‘show c’
should show the appropriate parts of the General
Public License. Of course, your program’s com-
mands might be different; for a GUI interface, you
would use an “about box”.

You should also get your employer (if you work
as a programmer) or school, if any, to sign a
“copyright disclaimer” for the program, if nec-
essary. For more information on this, and
how to apply and follow the GNU GPL, see
<http://www.gnu.org/licenses/>.

The GNU General Public License does not permit
incorporating your program into proprietary pro-
grams. If your program is a subroutine library, you
may consider it more useful to permit linking pro-
prietary applications with the library. If this is
what you want to do, use the GNU Lesser General
Public License instead of this License. But first,
please read <http://www.gnu.org/philosophy/why-
not-lgpl.html>.

13.2 GNU Free Documentation License
Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Soft-
ware Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed. 0. PREAMBLE

The purpose of this License is to make a manual,
textbook, or other functional and useful document
"free" in the sense of freedom: to assure everyone
the effective freedom to copy and redistribute it,
with or without modifying it, either commercially
or noncommercially. Secondarily, this License pre-
serves for the author and publisher a way to get
credit for their work, while not being considered
responsible for modifications made by others.

This License is a kind of "copyleft", which means
that derivative works of the document must them-
selves be free in the same sense. It complements
the GNU General Public License, which is a copy-
left license designed for free software.

We have designed this License in order to use it
for manuals for free software, because free software
needs free documentation: a free program should
come with manuals providing the same freedoms
that the software does. But this License is not lim-
ited to software manuals; it can be used for any tex-
tual work, regardless of subject matter or whether
it is published as a printed book. We recommend
this License principally for works whose purpose is
instruction or reference. 1. APPLICABILITY AND
DEFINITIONS

This License applies to any manual or other work,
in any medium, that contains a notice placed by the
copyright holder saying it can be distributed under
the terms of this License. Such a notice grants a
world-wide, royalty-free license, unlimited in dura-
tion, to use that work under the conditions stated
herein. The "Document", below, refers to any such
manual or work. Any member of the public is a li-
censee, and is addressed as "you". You accept the
license if you copy, modify or distribute the work
in a way requiring permission under copyright law.

A "Modified Version" of the Document means any
work containing the Document or a portion of it, ei-
ther copied verbatim, or with modifications and/or
translated into another language.

A "Secondary Section" is a named appendix or a
front-matter section of the Document that deals ex-
clusively with the relationship of the publishers or

authors of the Document to the Document’s overall
subject (or to related matters) and contains noth-
ing that could fall directly within that overall sub-
ject. (Thus, if the Document is in part a textbook
of mathematics, a Secondary Section may not ex-
plain any mathematics.) The relationship could be
a matter of historical connection with the subject
or with related matters, or of legal, commercial,
philosophical, ethical or political position regard-
ing them.

The "Invariant Sections" are certain Secondary Sec-
tions whose titles are designated, as being those of
Invariant Sections, in the notice that says that the
Document is released under this License. If a sec-
tion does not fit the above definition of Secondary
then it is not allowed to be designated as Invariant.
The Document may contain zero Invariant Sections.
If the Document does not identify any Invariant
Sections then there are none.

The "Cover Texts" are certain short passages of text
that are listed, as Front-Cover Texts or Back-Cover
Texts, in the notice that says that the Document is
released under this License. A Front-Cover Text
may be at most 5 words, and a Back-Cover Text
may be at most 25 words.

A "Transparent" copy of the Document means a
machine-readable copy, represented in a format
whose specification is available to the general pub-
lic, that is suitable for revising the document
straightforwardly with generic text editors or (for
images composed of pixels) generic paint programs
or (for drawings) some widely available drawing ed-
itor, and that is suitable for input to text format-
ters or for automatic translation to a variety of for-
mats suitable for input to text formatters. A copy
made in an otherwise Transparent file format whose
markup, or absence of markup, has been arranged
to thwart or discourage subsequent modification by
readers is not Transparent. An image format is not
Transparent if used for any substantial amount of
text. A copy that is not "Transparent" is called
"Opaque".

Examples of suitable formats for Transparent
copies include plain ASCII without markup, Tex-
info input format, LaTeX input format, SGML or
XML using a publicly available DTD, and standard-
conforming simple HTML, PostScript or PDF de-
signed for human modification. Examples of trans-
parent image formats include PNG, XCF and JPG.
Opaque formats include proprietary formats that
can be read and edited only by proprietary word
processors, SGML or XML for which the DTD
and/or processing tools are not generally available,
and the machine-generated HTML, PostScript or

PDF produced by some word processors for output
purposes only.

The "Title Page" means, for a printed book, the
title page itself, plus such following pages as are
needed to hold, legibly, the material this License
requires to appear in the title page. For works in
formats which do not have any title page as such,
"Title Page" means the text near the most promi-
nent appearance of the work’s title, preceding the
beginning of the body of the text.

The "publisher" means any person or entity that
distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit
of the Document whose title either is precisely XYZ
or contains XYZ in parentheses following text that
translates XYZ in another language. (Here XYZ
stands for a specific section name mentioned below,
such as "Acknowledgements", "Dedications", "En-
dorsements", or "History".) To "Preserve the Title"
of such a section when you modify the Document
means that it remains a section "Entitled XYZ" ac-
cording to this definition.

The Document may include Warranty Disclaimers
next to the notice which states that this License
applies to the Document. These Warranty Dis-
claimers are considered to be included by reference
in this License, but only as regards disclaiming war-
ranties: any other implication that these Warranty
Disclaimers may have is void and has no effect on
the meaning of this License. 2. VERBATIM COPY-
ING

You may copy and distribute the Document in any
medium, either commercially or noncommercially,
provided that this License, the copyright notices,
and the license notice saying this License applies to
the Document are reproduced in all copies, and that
you add no other conditions whatsoever to those
of this License. You may not use technical mea-
sures to obstruct or control the reading or further
copying of the copies you make or distribute. How-
ever, you may accept compensation in exchange for
copies. If you distribute a large enough number of
copies you must also follow the conditions in sec-
tion 3.

You may also lend copies, under the same condi-
tions stated above, and you may publicly display
copies. 3. COPYING IN QUANTITY

If you publish printed copies (or copies in media
that commonly have printed covers) of the Doc-
ument, numbering more than 100, and the Doc-
ument’s license notice requires Cover Texts, you

must enclose the copies in covers that carry, clearly
and legibly, all these Cover Texts: Front-Cover
Texts on the front cover, and Back-Cover Texts
on the back cover. Both covers must also clearly
and legibly identify you as the publisher of these
copies. The front cover must present the full title
with all words of the title equally prominent and
visible. You may add other material on the covers
in addition. Copying with changes limited to the
covers, as long as they preserve the title of the Doc-
ument and satisfy these conditions, can be treated
as verbatim copying in other respects.

If the required texts for either cover are too volu-
minous to fit legibly, you should put the first ones
listed (as many as fit reasonably) on the actual
cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the
Document numbering more than 100, you must ei-
ther include a machine-readable Transparent copy
along with each Opaque copy, or state in or with
each Opaque copy a computer-network location
from which the general network-using public has
access to download using public-standard network
protocols a complete Transparent copy of the Doc-
ument, free of added material. If you use the lat-
ter option, you must take reasonably prudent steps,
when you begin distribution of Opaque copies in
quantity, to ensure that this Transparent copy will
remain thus accessible at the stated location until
at least one year after the last time you distribute
an Opaque copy (directly or through your agents or
retailers) of that edition to the public.

It is requested, but not required, that you con-
tact the authors of the Document well before redis-
tributing any large number of copies, to give them
a chance to provide you with an updated version of
the Document. 4. MODIFICATIONS

You may copy and distribute a Modified Version of
the Document under the conditions of sections 2
and 3 above, provided that you release the Modi-
fied Version under precisely this License, with the
Modified Version filling the role of the Document,
thus licensing distribution and modification of the
Modified Version to whoever possesses a copy of it.
In addition, you must do these things in the Modi-
fied Version:

* A. Use in the Title Page (and on the covers, if
any) a title distinct from that of the Document,
and from those of previous versions (which should,
if there were any, be listed in the History section
of the Document). You may use the same title as
a previous version if the original publisher of that
version gives permission. * B. List on the Title
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Page, as authors, one or more persons or entities
responsible for authorship of the modifications in
the Modified Version, together with at least five of
the principal authors of the Document (all of its
principal authors, if it has fewer than five), unless
they release you from this requirement. * C. State
on the Title page the name of the publisher of the
Modified Version, as the publisher. * D. Preserve
all the copyright notices of the Document. * E. Add
an appropriate copyright notice for your modifica-
tions adjacent to the other copyright notices. * F.
Include, immediately after the copyright notices, a
license notice giving the public permission to use
the Modified Version under the terms of this Li-
cense, in the form shown in the Addendum below. *
G. Preserve in that license notice the full lists of In-
variant Sections and required Cover Texts given in
the Document’s license notice. * H. Include an unal-
tered copy of this License. * I. Preserve the section
Entitled "History", Preserve its Title, and add to it
an item stating at least the title, year, new authors,
and publisher of the Modified Version as given on
the Title Page. If there is no section Entitled "His-
tory" in the Document, create one stating the title,
year, authors, and publisher of the Document as
given on its Title Page, then add an item describ-
ing the Modified Version as stated in the previous
sentence. * J. Preserve the network location, if any,
given in the Document for public access to a Trans-
parent copy of the Document, and likewise the net-
work locations given in the Document for previous
versions it was based on. These may be placed in
the "History" section. You may omit a network lo-
cation for a work that was published at least four
years before the Document itself, or if the original
publisher of the version it refers to gives permission.
* K. For any section Entitled "Acknowledgements"
or "Dedications", Preserve the Title of the section,
and preserve in the section all the substance and
tone of each of the contributor acknowledgements
and/or dedications given therein. * L. Preserve all
the Invariant Sections of the Document, unaltered
in their text and in their titles. Section numbers or
the equivalent are not considered part of the section
titles. * M. Delete any section Entitled "Endorse-
ments". Such a section may not be included in the
Modified Version. * N. Do not retitle any existing
section to be Entitled "Endorsements" or to conflict
in title with any Invariant Section. * O. Preserve
any Warranty Disclaimers.

If the Modified Version includes new front-matter
sections or appendices that qualify as Secondary
Sections and contain no material copied from the
Document, you may at your option designate some
or all of these sections as invariant. To do this, add
their titles to the list of Invariant Sections in the
Modified Version’s license notice. These titles must
be distinct from any other section titles.

You may add a section Entitled "Endorsements",
provided it contains nothing but endorsements of
your Modified Version by various parties—for ex-
ample, statements of peer review or that the text
has been approved by an organization as the au-
thoritative definition of a standard.

You may add a passage of up to five words as a
Front-Cover Text, and a passage of up to 25 words
as a Back-Cover Text, to the end of the list of Cover
Texts in the Modified Version. Only one passage of
Front-Cover Text and one of Back-Cover Text may
be added by (or through arrangements made by)
any one entity. If the Document already includes
a cover text for the same cover, previously added
by you or by arrangement made by the same entity
you are acting on behalf of, you may not add an-

other; but you may replace the old one, on explicit
permission from the previous publisher that added
the old one.

The author(s) and publisher(s) of the Document do
not by this License give permission to use their
names for publicity for or to assert or imply en-
dorsement of any Modified Version. 5. COMBIN-
ING DOCUMENTS

You may combine the Document with other docu-
ments released under this License, under the terms
defined in section 4 above for modified versions,
provided that you include in the combination all
of the Invariant Sections of all of the original doc-
uments, unmodified, and list them all as Invariant
Sections of your combined work in its license no-
tice, and that you preserve all their Warranty Dis-
claimers.

The combined work need only contain one copy of
this License, and multiple identical Invariant Sec-
tions may be replaced with a single copy. If there
are multiple Invariant Sections with the same name
but different contents, make the title of each such
section unique by adding at the end of it, in paren-
theses, the name of the original author or publisher
of that section if known, or else a unique number.
Make the same adjustment to the section titles in
the list of Invariant Sections in the license notice
of the combined work.

In the combination, you must combine any sections
Entitled "History" in the various original docu-
ments, forming one section Entitled "History"; like-
wise combine any sections Entitled "Acknowledge-
ments", and any sections Entitled "Dedications".
You must delete all sections Entitled "Endorse-
ments". 6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Docu-
ment and other documents released under this Li-
cense, and replace the individual copies of this Li-
cense in the various documents with a single copy
that is included in the collection, provided that you
follow the rules of this License for verbatim copying
of each of the documents in all other respects.

You may extract a single document from such a col-
lection, and distribute it individually under this Li-
cense, provided you insert a copy of this License
into the extracted document, and follow this Li-
cense in all other respects regarding verbatim copy-
ing of that document. 7. AGGREGATION WITH
INDEPENDENT WORKS

A compilation of the Document or its derivatives
with other separate and independent documents or
works, in or on a volume of a storage or distribution
medium, is called an "aggregate" if the copyright re-
sulting from the compilation is not used to limit the
legal rights of the compilation’s users beyond what
the individual works permit. When the Document
is included in an aggregate, this License does not
apply to the other works in the aggregate which are
not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is appli-
cable to these copies of the Document, then if the
Document is less than one half of the entire aggre-
gate, the Document’s Cover Texts may be placed
on covers that bracket the Document within the
aggregate, or the electronic equivalent of covers
if the Document is in electronic form. Otherwise
they must appear on printed covers that bracket
the whole aggregate. 8. TRANSLATION

Translation is considered a kind of modification, so
you may distribute translations of the Document
under the terms of section 4. Replacing Invariant
Sections with translations requires special permis-
sion from their copyright holders, but you may in-
clude translations of some or all Invariant Sections
in addition to the original versions of these Invari-
ant Sections. You may include a translation of this
License, and all the license notices in the Document,
and any Warranty Disclaimers, provided that you
also include the original English version of this Li-
cense and the original versions of those notices and
disclaimers. In case of a disagreement between the
translation and the original version of this License
or a notice or disclaimer, the original version will
prevail.

If a section in the Document is Entitled "Acknowl-
edgements", "Dedications", or "History", the re-
quirement (section 4) to Preserve its Title (section
1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute
the Document except as expressly provided under
this License. Any attempt otherwise to copy, mod-
ify, sublicense, or distribute it is void, and will
automatically terminate your rights under this Li-
cense.

However, if you cease all violation of this License,
then your license from a particular copyright holder
is reinstated (a) provisionally, unless and until the
copyright holder explicitly and finally terminates
your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some
reasonable means prior to 60 days after the cessa-
tion.

Moreover, your license from a particular copyright
holder is reinstated permanently if the copyright
holder notifies you of the violation by some reason-
able means, this is the first time you have received
notice of violation of this License (for any work)
from that copyright holder, and you cure the vi-
olation prior to 30 days after your receipt of the
notice.

Termination of your rights under this section does
not terminate the licenses of parties who have re-
ceived copies or rights from you under this License.
If your rights have been terminated and not perma-
nently reinstated, receipt of a copy of some or all
of the same material does not give you any rights
to use it. 10. FUTURE REVISIONS OF THIS LI-
CENSE

The Free Software Foundation may publish new, re-
vised versions of the GNU Free Documentation Li-
cense from time to time. Such new versions will be
similar in spirit to the present version, but may dif-
fer in detail to address new problems or concerns.
See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguish-
ing version number. If the Document specifies that
a particular numbered version of this License "or
any later version" applies to it, you have the op-
tion of following the terms and conditions either of
that specified version or of any later version that
has been published (not as a draft) by the Free Soft-
ware Foundation. If the Document does not specify
a version number of this License, you may choose
any version ever published (not as a draft) by the
Free Software Foundation. If the Document speci-
fies that a proxy can decide which future versions of

this License can be used, that proxy’s public state-
ment of acceptance of a version permanently autho-
rizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or
"MMC Site") means any World Wide Web server
that publishes copyrightable works and also pro-
vides prominent facilities for anybody to edit those
works. A public wiki that anybody can edit is
an example of such a server. A "Massive Multiau-
thor Collaboration" (or "MMC") contained in the
site means any set of copyrightable works thus pub-
lished on the MMC site.

"CC-BY-SA" means the Creative Commons
Attribution-Share Alike 3.0 license published by
Creative Commons Corporation, a not-for-profit
corporation with a principal place of business in
San Francisco, California, as well as future copyleft
versions of that license published by that same
organization.

"Incorporate" means to publish or republish a Doc-
ument, in whole or in part, as part of another Doc-
ument.

An MMC is "eligible for relicensing" if it is licensed
under this License, and if all works that were first
published under this License somewhere other than
this MMC, and subsequently incorporated in whole
or in part into the MMC, (1) had no cover texts or
invariant sections, and (2) were thus incorporated
prior to November 1, 2008.

The operator of an MMC Site may republish an
MMC contained in the site under CC-BY-SA on the
same site at any time before August 1, 2009, pro-
vided the MMC is eligible for relicensing. ADDEN-
DUM: How to use this License for your documents

To use this License in a document you have written,
include a copy of the License in the document and
put the following copyright and license notices just
after the title page:

Copyright (C) YEAR YOUR NAME. Permission is
granted to copy, distribute and/or modify this doc-
ument under the terms of the GNU Free Documen-
tation License, Version 1.3 or any later version pub-
lished by the Free Software Foundation; with no
Invariant Sections, no Front-Cover Texts, and no
Back-Cover Texts. A copy of the license is included
in the section entitled "GNU Free Documentation
License".

If you have Invariant Sections, Front-Cover Texts
and Back-Cover Texts, replace the "with . . .
Texts." line with this:

with the Invariant Sections being LIST THEIR TI-
TLES, with the Front-Cover Texts being LIST, and
with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts,
or some other combination of the three, merge
those two alternatives to suit the situation.

If your document contains nontrivial examples of
program code, we recommend releasing these exam-
ples in parallel under your choice of free software
license, such as the GNU General Public License,
to permit their use in free software.

13.3 GNU Lesser General Public License
GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc.
<http://fsf.org/>

Everyone is permitted to copy and distribute verba-
tim copies of this license document, but changing
it is not allowed.

This version of the GNU Lesser General Public Li-
cense incorporates the terms and conditions of ver-
sion 3 of the GNU General Public License, supple-
mented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3
of the GNU Lesser General Public License, and the
“GNU GPL” refers to version 3 of the GNU General
Public License.

“The Library” refers to a covered work governed by
this License, other than an Application or a Com-
bined Work as defined below.

An “Application” is any work that makes use of an
interface provided by the Library, but which is not
otherwise based on the Library. Defining a subclass
of a class defined by the Library is deemed a mode
of using an interface provided by the Library.

A “Combined Work” is a work produced by com-
bining or linking an Application with the Library.
The particular version of the Library with which
the Combined Work was made is also called the
“Linked Version”.

The “Minimal Corresponding Source” for a Com-
bined Work means the Corresponding Source for
the Combined Work, excluding any source code for
portions of the Combined Work that, considered in
isolation, are based on the Application, and not on
the Linked Version.

The “Corresponding Application Code” for a Com-
bined Work means the object code and/or source
code for the Application, including any data and
utility programs needed for reproducing the Com-
bined Work from the Application, but excluding the
System Libraries of the Combined Work. 1. Excep-
tion to Section 3 of the GNU GPL.

You may convey a covered work under sections 3
and 4 of this License without being bound by sec-
tion 3 of the GNU GPL. 2. Conveying Modified
Versions.

If you modify a copy of the Library, and, in your
modifications, a facility refers to a function or data
to be supplied by an Application that uses the fa-
cility (other than as an argument passed when the
facility is invoked), then you may convey a copy of
the modified version:

* a) under this License, provided that you make a
good faith effort to ensure that, in the event an Ap-
plication does not supply the function or data, the
facility still operates, and performs whatever part
of its purpose remains meaningful, or * b) under
the GNU GPL, with none of the additional permis-
sions of this License applicable to that copy.

3. Object Code Incorporating Material from Li-
brary Header Files.

The object code form of an Application may incor-
porate material from a header file that is part of
the Library. You may convey such object code un-
der terms of your choice, provided that, if the in-
corporated material is not limited to numerical pa-
rameters, data structure layouts and accessors, or
small macros, inline functions and templates (ten
or fewer lines in length), you do both of the follow-
ing:

* a) Give prominent notice with each copy of the
object code that the Library is used in it and that
the Library and its use are covered by this License.
* b) Accompany the object code with a copy of the
GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of
your choice that, taken together, effectively do not
restrict modification of the portions of the Library
contained in the Combined Work and reverse en-
gineering for debugging such modifications, if you
also do each of the following:

* a) Give prominent notice with each copy of the
Combined Work that the Library is used in it and
that the Library and its use are covered by this Li-
cense. * b) Accompany the Combined Work with a
copy of the GNU GPL and this license document. *
c) For a Combined Work that displays copyright no-
tices during execution, include the copyright notice
for the Library among these notices, as well as a ref-
erence directing the user to the copies of the GNU
GPL and this license document. * d) Do one of the
following: o 0) Convey the Minimal Corresponding
Source under the terms of this License, and the Cor-
responding Application Code in a form suitable for,
and under terms that permit, the user to recombine
or relink the Application with a modified version
of the Linked Version to produce a modified Com-
bined Work, in the manner specified by section 6 of
the GNU GPL for conveying Corresponding Source.
o 1) Use a suitable shared library mechanism for
linking with the Library. A suitable mechanism
is one that (a) uses at run time a copy of the Li-
brary already present on the user’s computer sys-
tem, and (b) will operate properly with a modified
version of the Library that is interface-compatible
with the Linked Version. * e) Provide Installation
Information, but only if you would otherwise be re-
quired to provide such information under section 6
of the GNU GPL, and only to the extent that such
information is necessary to install and execute a
modified version of the Combined Work produced
by recombining or relinking the Application with
a modified version of the Linked Version. (If you
use option 4d0, the Installation Information must
accompany the Minimal Corresponding Source and
Corresponding Application Code. If you use option
4d1, you must provide the Installation Information
in the manner specified by section 6 of the GNU
GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work
based on the Library side by side in a single library
together with other library facilities that are not
Applications and are not covered by this License,
and convey such a combined library under terms of
your choice, if you do both of the following:

* a) Accompany the combined library with a copy
of the same work based on the Library, uncombined
with any other library facilities, conveyed under
the terms of this License. * b) Give prominent no-
tice with the combined library that part of it is a
work based on the Library, and explaining where
to find the accompanying uncombined form of the
same work.

6. Revised Versions of the GNU Lesser General
Public License.

The Free Software Foundation may publish revised
and/or new versions of the GNU Lesser General
Public License from time to time. Such new ver-
sions will be similar in spirit to the present version,
but may differ in detail to address new problems or
concerns.

Each version is given a distinguishing version num-
ber. If the Library as you received it specifies that
a certain numbered version of the GNU Lesser Gen-
eral Public License “or any later version” applies to
it, you have the option of following the terms and
conditions either of that published version or of any
later version published by the Free Software Foun-
dation. If the Library as you received it does not
specify a version number of the GNU Lesser Gen-
eral Public License, you may choose any version of
the GNU Lesser General Public License ever pub-
lished by the Free Software Foundation.

If the Library as you received it specifies that a
proxy can decide whether future versions of the
GNU Lesser General Public License shall apply,
that proxy’s public statement of acceptance of
any version is permanent authorization for you to
choose that version for the Library.
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%%==================================================%%
%% Styledatei fuer das Paket mdframed erstellt durch
%% Marco Daniel und Elke Schubert
%% 
%% This package may be distributed under the terms of the LaTeX Project
%% Public License, as described in lppl.txt in the base LaTeX distribution.
%% Either version 1.0 or, at your option, any later version.

%%$Id: md-frame-0.mdf 105 2010-12-22 16:50:44Z marco $
%%$Rev: 105 $
%%$Author: marco $
%%$Date: 2010-12-22 17:50:44 +0100 (Mi, 22. Dez 2010) $

\def\mdversion{v0.6a}
\def\mdframedOpackagename{md-frame-0}
\def\md@frameOdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-3.mdf}[\md@frameOdate@svn$Id: md-frame-0.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedOpackagename]


\let\md@textwidth\textwidth




%%=single=%%
\def\md@frame@background@single{%
        \rlap{\color{\mdf@backgroundcolor}%
             \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
             \addtolength{\mdfboundingboxheight}{%
                   \mdf@innertopmargin@length%
                  +\mdf@innerbottommargin@length%
                  }%
              \rule[-\mdf@innerbottommargin@length]%
                     {\wd\@tempboxa%
                    +\mdf@innerleftmargin@length%
                    +\mdf@innerrightmargin@length%
                   }{\mdfboundingboxheight}%
              }%
}%
% 
\def\md@frame@leftandbottomandtopline@single{%
           \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
           \addtolength{\mdfboundingboxheight}{%
                           \mdf@innertopmargin@length%
                          +\mdf@innerbottommargin@length%
                          +\mdf@middlelinewidth@length%
                          +\mdf@middlelinewidth@length%
                         }%
           \rlap{\color{\mdf@middlelinecolor}%
                 \ifbool{mdf@leftline}%
                     {\rule[-\mdf@innerbottommargin@length]%
                         {\mdf@middlelinewidth}{\mdfboundingboxheight-2\mdf@middlelinewidth@length}%
                     }{}%
               }%
           \rlap{\color{\mdf@middlelinecolor}%
                 \ifmdf@bottomline%
                     \ifboolexpr{ bool {mdf@leftline} and bool  {mdf@rightline} }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                       \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                        {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
                         +\mdf@middlelinewidth@length%
                         +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%
                     \ifboolexpr{ bool {mdf@leftline} and not( bool  {mdf@rightline}) }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                       \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                        {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
                         +\mdf@middlelinewidth@length%
   %                      +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%
                      \ifboolexpr{ not(bool {mdf@leftline}) and bool  {mdf@rightline} }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                      {\wd\@tempboxa%
                       +\mdf@innerleftmargin@length%
                       +\mdf@innerrightmargin@length%
                       +\mdf@middlelinewidth@length%
   %                    +\mdf@middlelinewidth@length%
                      }{\mdf@linewidth}% 
                       }{}%                
                       \ifboolexpr{ not(bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                       {%\hspace*{\mdf@middlelinewidth@length}%
                        \rule[-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                         {\wd\@tempboxa%
                         +\mdf@innerleftmargin@length%
                         +\mdf@innerrightmargin@length%
   %                      +\mdf@middlelinewidth@length%
   %                      +\mdf@middlelinewidth@length%
                        }{\mdf@linewidth}% 
                       }{}%  
                 \fi%
               }%
          \rlap{\color{\mdf@middlelinecolor}%
                \ifmdf@topline%
                  \ifboolexpr{ bool {mdf@leftline} and bool  {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%
                  \ifboolexpr{ bool {mdf@leftline} and not( bool  {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%
                   \ifboolexpr{ not(bool {mdf@leftline}) and bool  {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%                
                    \ifboolexpr{ not(bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[%
                       \mdf@innertopmargin@length
                       +\ht\@tempboxa+\dp\@tempboxa]%
                       {\wd\@tempboxa%
                        +\mdf@innerleftmargin@length%
                        +\mdf@innerrightmargin@length%
%                        +\mdf@middlelinewidth@length%
%                        +\mdf@middlelinewidth@length%
                       }{\mdf@linewidth}%
                    }{}%  
                \fi%
              }%
}%

\def\md@frame@rightline@single{%
         \llap{\color{\mdf@middlelinecolor}
               \ifmdf@rightline%
                \rule[-\mdf@innerbottommargin@length]%
                     {\mdf@linewidth}%
                     {\mdfboundingboxheight-2\mdf@middlelinewidth@length}%
               \fi%
              }%
}%


\def\md@putbox@single{%%%%% Ausgabe der ungesplitteten Gesamtbox
  \ifvoid\@tempboxa
  \else
      \leftline{%
        \null\hspace*{\mdf@leftmargin@length}%
        \md@frame@leftandbottomandtopline@single%
        \ifbool{mdf@leftline}%
        {\hspace*{\mdf@middlelinewidth@length}}{}%
        \md@frame@background@single%
        \hspace*{\mdf@innerleftmargin@length}%
        {\box\@tempboxa}%
        \hspace*{\mdf@innerrightmargin@length}%
        \hspace*{\mdf@middlelinewidth@length}%
        \md@frame@rightline@single%
        }%
  \fi
}


%%=first=%%

\def\md@frame@background@first{%
       \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
       \addtolength{\mdfboundingboxheight}{%
                           \mdf@innertopmargin@length%
                           +\mdf@splitbottomskip@length%
                         }%
       \rlap{\color{\mdf@backgroundcolor}%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                   {\wd\tw@+\mdf@innerleftmargin@length+\mdf@innerrightmargin@length}%
                   {\mdfboundingboxheight}%
              }%
}%
 
\def\md@frame@topandleftline@first{%
           \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
           \addtolength{\mdfboundingboxheight}{%
                           1\mdf@innertopmargin@length%
                          +1\mdf@middlelinewidth@length%
                          +\mdf@splitbottomskip@length%
                         }%
            \rlap{\color{\mdf@middlelinecolor}
               \ifbool{mdf@leftline}%
                   {%
                     \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                            {\mdf@middlelinewidth@length}%
                               {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                   }{}%
             }%
            \rlap{\color{\mdf@middlelinecolor}%
             \ifmdf@topline
                 \ifboolexpr{ bool {mdf@leftline} and bool {mdf@rightline}}%
                    {\rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ bool {mdf@leftline} and not(bool {mdf@rightline}) }%
                    {\rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ not (bool {mdf@leftline}) and bool {mdf@rightline} }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
                 \ifboolexpr{ not (bool {mdf@leftline}) and not( bool {mdf@rightline}) }%
                    {%\hspace*{\mdf@middlelinewidth@length}%
                     \rule[\mdfboundingboxheight-\mdf@middlelinewidth@length-\dp\tw@-\mdf@splitbottomskip@length]%
                        {\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
%                          +\mdf@middlelinewidth@length%
%                          +\mdf@middlelinewidth@length%
                         }{\mdf@linewidth@length}%
                    }{}%
              \fi%
              \ifmdf@rightline
               \ifmdf@topline\else%
                 \deflength\@tempskipb{\wd\tw@%
                          +\mdf@innerleftmargin@length%
                          +\mdf@innerrightmargin@length%
                          +2\mdf@middlelinewidth@length%
                         }%
                 \hspace*{\@tempskipb}%
               \fi%
                  \llap{\color{\mdf@middlelinecolor}%
                         \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}%
                                {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                    }%
              \fi%
            }%
}%




\def\md@putbox@first{%%%% Ausgabe der Teilbox 1
      \leftline{%
           \null\hspace*{\mdf@leftmargin@length}%
           \md@frame@topandleftline@first%
           \ifbool{mdf@leftline}%
           {\hspace*{\mdf@middlelinewidth@length}}{}%
           \md@frame@background@first%
           \hspace*{\mdf@innerleftmargin@length}%
           {\box\tw@}%
         }%
}

%%=second=%%

\def\md@frame@background@second{%
         \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
         \addtolength{\mdfboundingboxheight}{%
                    +\mdf@innerbottommargin@length%
                }%
        \rlap{\color{\mdf@backgroundcolor}%
               \rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                    {\wd\@tempboxa+\mdf@innerleftmargin@length%
                      +\mdf@innerrightmargin@length}%
                   {\mdfboundingboxheight}%
               }%
}%
 
\def\md@frame@lines@second{%
         \setlength{\mdfboundingboxheight}{\ht\@tempboxa+\dp\@tempboxa}%
         \addtolength{\mdfboundingboxheight}{%
                    +\mdf@innerbottommargin@length%
                    +\mdf@middlelinewidth@length%
                }%
          \rlap{\color{\mdf@middlelinecolor}%
               \ifbool{mdf@leftline}%
                 {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                        {\mdf@middlelinewidth@length}%
                        {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                 }{}%
               }%
          \rlap{\color{\mdf@middlelinecolor}%
                \ifbool{mdf@bottomline}%
                 {%
                   \ifboolexpr{ bool {mdf@leftline} and bool {mdf@rightline} }%
                        {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+2\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                   \ifboolexpr{ not (bool {mdf@leftline}) and not(bool {mdf@rightline}) }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                    \ifboolexpr{ bool {mdf@leftline} and not( bool {mdf@rightline}) }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                    \ifboolexpr{ not(bool {mdf@leftline}) and bool {mdf@rightline} }%
                        {%
                          \rule[\dp\@tempboxa-\mdf@innerbottommargin@length-\mdf@middlelinewidth@length]%
                           {\wd\@tempboxa+\mdf@innerleftmargin@length%
                            +\mdf@innerrightmargin@length+\mdf@middlelinewidth@length}%
                           {\mdf@middlelinewidth@length}%
                       }{}%
                 }{}%
               \llap{\color{\mdf@middlelinecolor}%
                     \ifbool{mdf@rightline}%
                       {\rule[\dp\@tempboxa-\mdf@innerbottommargin@length]%
                             {\mdf@middlelinewidth@length}%
                             {\mdfboundingboxheight-\mdf@middlelinewidth@length}%
                        \ifbool{mdf@bottomline}{}%
                             {\deflength\@tempskipb{\wd\@tempboxa%
                                      +\mdf@innerleftmargin@length%
                                      +\mdf@innerrightmargin@length%
                                      +2\mdf@middlelinewidth@length%
                                     }%
                             \hspace*{-\@tempskipb}%
                            }%
                      }{}%
                    }%
               }%       
}%


\def\md@putbox@second{%%%%% Ausgabe der mittleren Teilbox
  \ifvoid\@tempboxa%
  \else
      \leftline{%
         \null\hspace*{\mdf@leftmargin@length}%
         \md@frame@lines@second%
         \ifbool{mdf@leftline}%
         {\hspace*{\mdf@middlelinewidth@length}}{}%
         \md@frame@background@second%
         \hspace*{\mdf@innerleftmargin@length}%
         {\box\@tempboxa}%
        }%
  \fi%
}%


%%=middle=%%

\def\md@frame@background@middle{%
         \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
         \addtolength{\mdfboundingboxheight}{%
                  \mdf@splitbottomskip@length%
                  }%
        \rlap{\color{\mdf@backgroundcolor}%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]%
                    {\wd\tw@+\mdf@innerleftmargin@length+\mdf@innerrightmargin@length}%
                    {\mdfboundingboxheight}%
              }%
}%
 
\def\md@frame@lines@middle{%
         \setlength{\mdfboundingboxheight}{\ht\tw@+\dp\tw@}%
         \addtolength{\mdfboundingboxheight}{%
                  \mdf@splitbottomskip@length%
                  }%
        \rlap{\color{\mdf@middlelinecolor}%
            \ifbool{mdf@leftline}%
              {%
              \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}{\mdfboundingboxheight}%
              }{}%
            \ifbool{mdf@rightline}%
                   {%
                   \deflength{\mdfpositionx}{\wd\tw@%
                                     +\mdf@innerleftmargin@length%
                                     +\mdf@innerrightmargin@length%
                                     +\mdf@middlelinewidth@length%
                                    }%
                   \hspace*{\mdfpositionx}%
                   \llap{\color{\mdf@middlelinecolor}%
                        \rule[-\dp\tw@-\mdf@splitbottomskip@length]{\mdf@middlelinewidth@length}{\mdfboundingboxheight}%
                        \ifbool{mdf@leftline}{}{}%
                        }%
                   }{}%
          }%
}%




\def\md@putbox@middle{%%%% Ausgabe der Teilbox 1
      \leftline{%
           \null\hspace*{\mdf@leftmargin@length}%
           \md@frame@lines@middle%
           \ifbool{mdf@leftline}%
           {\hspace*{\mdf@middlelinewidth@length}}{}%
           \md@frame@background@middle%
           \hspace*{\mdf@innerleftmargin@length}%
           {\box\tw@}%
        }%
}
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%%==================================================%%
%%= Ausgabe der Box nach Vorgabe der Ausgaberoutine=%%
%%==================================================%%
%% Styledatei fuer das Paket mdframed erstellt durch
%% Marco Daniel und Elke Schubert
%% 
%% This package may be distributed under the terms of the LaTeX Project
%% Public License, as described in lppl.txt in the base LaTeX distribution.
%% Either version 1.0 or, at your option, any later version.

%%$Id: md-frame-1.mdf 105 2010-12-22 16:50:44Z marco $
%%$Rev: 105 $
%%$Author: marco $
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\def\mdversion{v0.6a}
\def\mdframedIpackagename{md-frame-1}
\def\md@frameIdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-1.mdf}[\md@frameIdate@svn$Id: md-frame-1.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedIpackagename]

%%Allgemeine Einstellungen fuer tikz

\def\md@tikz@settings{%
          %wenn das Innere der Doppellinie 0pt breit ist,
          %muss Grenze zwischen innerer und aeusserer Linie
          %einer Farbe zugeordnet werden
          \ifdimequal{\mdf@middlelinewidth@length}{\z@}%
                       {\ifdimequal{\mdf@innerlinewidth@length}{\z@}%
                            {\ifdimequal{\mdf@outerlinewidth@length}{\z@}%
                              {\let\mdf@middlelinecolor\mdf@backgroundcolor}%
                              {\let\mdf@middlelinecolor\mdf@outerlinecolor}%
                            }%
                            {\let\mdf@middlelinecolor\mdf@innerlinecolor}%
                        }{}%
          \ifdimequal{\mdf@innerlinewidth@length}{\z@}%
                       {\ifdimequal{\mdf@outerlinewidth@length}{\z@}%
                            {\ifdimequal{\mdf@middlelinewidth@length}{\z@}%
                              {}%
                              {\let\mdf@middlelinecolor\mdf@linecolor}%
                            }%
                            {}%
                        }{}%
        \tikzset{mdftext/.style={inner sep=0pt,outer sep=0pt}}%
        \tikzset{mdfcorners/.style={rounded corners=\mdf@roundcorner@length}}%
        \tikzset{mdfbackground/.style={fill=\mdf@backgroundcolor}}%
        \ifdimgreater{\mdf@outerlinewidth@length}{\z@}%
            {\tikzset{mdfborderA/.style={%
                         draw=\mdf@outerlinecolor,%
                         line width=2\mdf@outerlinewidth@length+\mdf@middlelinewidth@length%
                         }%
                     }%
            }%
            {\tikzset{mdfborderA/.style={}}}%
        \ifdimgreater{\mdf@innerlinewidth@length}{\z@}%
            {\tikzset{mdfborderI/.style={%
                         draw=\mdf@innerlinecolor,%
                         line width=2\mdf@innerlinewidth@length+\mdf@middlelinewidth@length%
                         }%
                     }%
            }%
            {\tikzset{mdfborderI/.style={}}}%
       \tikzset{mdfmiddle/.style={draw=\mdf@middlelinecolor,line width=\mdf@middlelinewidth@length}}%
}%



\def\md@putbox@single{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \begin{tikzpicture}
	         \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2\mdf@innerlinewidth@length+\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight+\mdf@innertopmargin@length%
                                          +\mdf@innerbottommargin@length%
                                          +2*\mdf@innerlinewidth@length+\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\yp{\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \coordinate(P)at(\x,\y);
                 \begin{scope}
		      \clip[preaction=mdfborderA]%
                           [postaction={mdfbackground,mdfborderI}]%
                           [mdfcorners](O)--(O|-P)--(P)--(P|-O)--cycle;
	         \end{scope}
                 \path[mdfmiddle,mdfcorners](O)--(O|-P)--(P)--(P|-O)--cycle;
                 \node[mdftext,anchor=south west]at(\xp,\yp){\box\@tempboxa};
       \end{tikzpicture}%
     }%
}%

\def\md@putbox@first{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \ifdimequal{\pagegoal}{\maxdimen}{\enlargethispage{\baselineskip}}{}%
        \begin{tikzpicture}
	         \coordinate(O) at (0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{-\mdfboxheight-\mdf@innertopmargin@length%
                                          -1*\mdf@innerlinewidth@length-0.5*\mdf@middlelinewidth@length+0.0cm}
                 \pgfmathsetlengthmacro\yp{-\mdf@innertopmargin@length%
                                           -1*\mdf@innerlinewidth@length-0.5*\mdf@middlelinewidth@length%
                                           -0.5\mdfboxheight}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,%
                       \mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length)%
                      rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                     \clip[preaction=mdfborderA]%
                          [postaction={mdfbackground,mdfborderI}]%
                          [mdfcorners](O|-P)--(O)--(P|-O)--(P);
                 \end{scope}
                 \path[mdfmiddle,mdfcorners,](O|-P)--(O)--(P|-O)--(P);
                 \node[mdftext,anchor=west,inner sep=0pt,outer sep=0pt]at(\xp,\yp){\box\tw@};
%                 \draw[fill] (0,0) circle (.1cm);
%                 \draw[fill,yellow] (\x,\y) circle (.1cm);
%                 \draw[fill,orange] (\xp,\yp) circle (.05cm);
     \end{tikzpicture}%
     }%
}%


\def\md@putbox@middle{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@}%
        \setlength{\mdf@ymargin@length}{0.4\baselineskip}%
        \begin{tikzpicture}
	         \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight}
                 \pgfmathsetlengthmacro\yp{0cm}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,0)%
                       rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                 	\path[mdfborderA](O)--(O|-P)(P)--(P|-O);
                        \clip[postaction=mdfbackground](O)--(O|-P)--(P)--(P|-O);
                        \path[mdfborderI](O)--(O|-P)(P)--(P|-O);
                 \end{scope}
                 \path[mdfmiddle](O)--(O|-P)(P)--(P|-O);
                 \node[mdftext,anchor=south west]at(\xp,\yp){\box\tw@};
       \end{tikzpicture}%
     }
}

\def\md@putbox@second{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
       \md@tikz@settings%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa}%
        \begin{tikzpicture}
                 \coordinate(O)at(0,0);
                 \pgfmathsetlengthmacro\x{\mdfboxwidth+\mdf@innerrightmargin@length%
                                          +\mdf@innerleftmargin@length+%
                                          2*\mdf@innerlinewidth@length+1*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\xp{\mdf@innerleftmargin@length+%
                                          1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\y{\mdfboxheight%
                                          +\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \pgfmathsetlengthmacro\yp{\mdf@innerbottommargin@length%
                                          +1*\mdf@innerlinewidth@length+0.5*\mdf@middlelinewidth@length}
                 \coordinate(P)at(\x,\y);
                 \clip(-\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length,%
                       -\mdf@outerlinewidth@length-0.5*\mdf@middlelinewidth@length)%
                      rectangle(\x+\mdf@outerlinewidth@length+0.5*\mdf@middlelinewidth@length,\y);
                 \begin{scope}
                      \clip[preaction=mdfborderA]%
                      [postaction={mdfbackground,mdfborderI}]%
                      [mdfcorners](P-|O)--(O)--(O-|P)--(P);
                 \end{scope}
                 \path[mdfmiddle,mdfcorners](P-|O)--(O)--(O-|P)--(P);
                 \node[mdftext,anchor=south west] at (\xp,\yp){\box\@tempboxa};
       \end{tikzpicture}%
     }
}
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%%Allgemeine Einstellungen fuer pstricks
%%Hier nur einfacher Rahmen mit Einstellungen

\def\mdversion{v0.6a}
\def\mdframedIIIpackagename{md-frame-3}
\def\md@frameIIIdate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }

\ProvidesFile{md-frame-3.mdf}[\md@frameIIIdate@svn$Id: md-frame-3.mdf 105 2010-12-22 16:50:44Z marco $ \mdversion: \mdframedIIIpackagename]

\def\md@ptlength@to@pscode#1{\pst@number{#1} \pst@number\psxunit div}
\let\ptTps\md@ptlength@to@pscode\relax


\def\md@putbox@single{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \setlength{\mdfboundingboxheight}{%
                     \mdfboxheight%
                    +\mdf@innertopmargin@length%
                    +\mdf@innerbottommargin@length%
%                    +\mdf@middlelinewidth@length%
%                    +\mdf@middlelinewidth@length%
                  }%
         \ifbool{mdf@topline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@bottomline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                     \mdfboxwidth%
                    +\mdf@innerleftmargin@length%
                    +\mdf@innerrightmargin@length%
%                    +\mdf@middlelinewidth@length%
%                    +\mdf@middlelinewidth@length%
                  }%
       \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
       \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
       \psset{linearc=\mdf@roundcorner@length,cornersize=absolute,}%
       \expandafter\psset\expandafter{\mdf@psset@local}%
        \psset{unit=1truecm}%
        \begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and bool {mdf@leftline} and bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                      \psframe[linewidth=\mdf@middlelinewidth@length,
                               linecolor=\mdf@linecolor,
                                cornersize=absolute,
                                fillstyle=none,]%
                          (0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and bool {mdf@leftline} and not( bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
               \ifboolexpr{   not(  bool {mdf@topline}) and bool {mdf@bottomline}
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%     
                \ifboolexpr{  bool {mdf@topline} and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add  %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add  %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
                 \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%    
             \ifboolexpr{     bool {mdf@topline} and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and bool {mdf@leftline} and  not( bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                           0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                       )%
                      \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%    
              \ifboolexpr{ not( bool {mdf@topline}) and not (bool {mdf@bottomline})
                          and not(bool {mdf@leftline}) and  bool {mdf@rightline}
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (!0 0)%
                                (! \ptTps{\mdfboundingboxwidth}
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%  
                       (! \ptTps{\mdfboundingboxwidth} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                           0 %Y-Koord
                       )%
                      \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}% 
             \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@bottomline}
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0  %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%
              \ifboolexpr{     bool {mdf@topline} and not (bool {mdf@bottomline})
                          and not (bool {mdf@leftline}) and not(bool {mdf@rightline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! 0  %X-Koord
                          \ptTps{\mdfboundingboxheight} 
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add  %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                      }{}%  \psgrid
        \end{pspicture}%
     }%
}






\def\md@putbox@first{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@innertopmargin@length%
                    +\mdf@splitbottomskip@length%
                  }%
         \ifbool{mdf@topline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \psset{linearc=\mdf@roundcorner@length}%
         \expandafter\psset\expandafter{\mdf@psset@local}%
         \psset{unit=1truecm}%
         \ifdimgreater{\mdfboundingboxheight}{\vsize}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\vsize)}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)}
              \ifboolexpr{     bool {mdf@topline} and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%
              \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%       
               \ifboolexpr{    not( bool {mdf@topline}) and not(bool {mdf@rightline})
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%  
               \ifboolexpr{    not( bool {mdf@topline}) and bool {mdf@rightline}
                          and not( bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(!\ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%              
               \ifboolexpr{     bool {mdf@topline} and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight}
                                   \ptTps{\mdf@middlelinewidth@length} neg add  %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0 %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdfboundingboxheight}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}% 
                \ifboolexpr{    not(bool {mdf@topline}) and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline} )
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\tw@}
                     }{}%  
           \end{pspicture}%
     }%
}



\def\md@putbox@middle{%
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\tw@}%
        \setlength\mdfboxheight{\ht\tw@+\dp\tw@}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@splitbottomskip@length%
                  }%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth%
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \expandafter\psset\expandafter{\mdf@psset@local}%
         \psset{linearc=\mdf@roundcorner@length}%
         \psset{unit=1truecm}%
         \ifdimgreater{\mdfboundingboxheight}{\vsize}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\vsize)}
                {\begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)}
              \ifboolexpr{    bool {mdf@rightline} and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}  %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%
               \ifboolexpr{    bool {mdf@rightline} and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%  
               \ifboolexpr{   not( bool {mdf@rightline})  and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight}  %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%                    
                \ifboolexpr{(
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and bool {mdf@topline} and not( bool {mdf@bottomline})
                             )
                             or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and not (bool {mdf@topline}) and not( bool {mdf@bottomline})
                             )
                             or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and not (bool {mdf@topline}) and bool {mdf@bottomline}
                             )
                              or
                             (
                             not(bool {mdf@rightline}) and not(bool {mdf@leftline})
                             and bool {mdf@topline} and bool {mdf@bottomline}
                             )  
                       }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@splitbottomskip@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\tw@}
                     }{}%  
       \end{pspicture}%
     }%
}

\def\md@putbox@second{
   \leftline{\null\hspace*{\mdf@leftmargin@length}%%
        \setlength\mdfboxwidth{\wd\@tempboxa}%
        \setlength\mdfboxheight{\ht\@tempboxa+\dp\@tempboxa}%
        \setlength{\mdfboundingboxheight}{%
                    +\mdfboxheight%
                    +\mdf@innerbottommargin@length%
                  }%
         \ifbool{mdf@bottomline}{\addtolength{\mdfboundingboxheight}{\mdf@middlelinewidth@length}}{}%
         \setlength{\mdfboundingboxwidth}{%
                    +\mdf@innerleftmargin@length%
                    +\mdfboxwidth
                    +\mdf@innerrightmargin@length%
                  }%
         \ifbool{mdf@leftline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \ifbool{mdf@rightline}{\addtolength{\mdfboundingboxwidth}{\mdf@middlelinewidth@length}}{}%
         \expandafter\psset\expandafter{\mdf@psset@local}
         \psset{linearc=\mdf@roundcorner@length}%
         \psset{unit=1truecm}%
         \begin{pspicture}(0,0)(\mdfboundingboxwidth,\mdfboundingboxheight)
              \ifboolexpr{     bool {mdf@bottomline} and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length} 
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%
               \ifboolexpr{   not( bool {mdf@bottomline}) and bool {mdf@rightline}
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%                    
               \ifboolexpr{   not( bool {mdf@bottomline}) and not(bool {mdf@rightline})
                          and bool {mdf@leftline} 
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (\mdf@middlelinewidth@length,0)%
                                (! \ptTps{\mdfboundingboxwidth} %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       (! \ptTps{\mdf@middlelinewidth@length} 0.5 mul %X-Koord
                          0 %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
               \ifboolexpr{   not( bool {mdf@bottomline}) and bool {mdf@rightline}
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth} 
                                   \ptTps{\mdf@middlelinewidth@length} neg add %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          0 %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth}
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul neg add %X-Koord
                          \ptTps{\mdfboundingboxheight} %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul  add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
               \ifboolexpr{  bool {mdf@bottomline} and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,\mdf@middlelinewidth@length)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \psline[linewidth=\mdf@middlelinewidth,
                                linecolor=\mdf@linecolor,fillstyle=none,]%
                       (! 0 %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       (! \ptTps{\mdfboundingboxwidth} %X-Koord
                          \ptTps{\mdf@middlelinewidth@length} 0.5 mul %Y-Koord
                       )%
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@middlelinewidth@length}
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
                \ifboolexpr{  not(bool {mdf@bottomline}) and not(bool {mdf@rightline})
                          and not(bool {mdf@leftline})
                        }%
                      {\psframe[linecolor=\mdf@backgroundcolor,fillstyle=solid,%
                                fillcolor=\mdf@backgroundcolor,linestyle=solid,
                                linewidth=\mdf@middlelinewidth@length]%
                                (0,0)%
                                (! \ptTps{\mdfboundingboxwidth}  %X-Koord
                                   \ptTps{\mdfboundingboxheight} %Y-Koord
                                )
                       \rput(! \ptTps{\mdf@innerleftmargin@length}
                              \ptTps{\mdfboxwidth} 0.5 mul add %X-Koord
                              \ptTps{\mdf@innerbottommargin@length}
                              \ptTps{\mdfboxheight} 0.5 mul add %Y-Koord
                           ){\box\@tempboxa}
                     }{}%  
       \end{pspicture}%
     }%
}

\endinput
%eof
%eof
%eof
%eof
%eof







main/utf8plain.def

%%
%% This is file `utf8.def',
%% generated with the docstrip utility.
%%
%% The original source files were:
%%
%% utf8ienc.dtx  (with options: `utf8')
%% 
%% This is a generated file.
%% 
%% Copyright 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
%% The LaTeX3 Project and any individual authors listed elsewhere
%% in this file.
%% 
%% This file was generated from file(s) of the LaTeX base system.
%% --------------------------------------------------------------
%% 
%% It may be distributed and/or modified under the
%% conditions of the LaTeX Project Public License, either version 1.3c
%% of this license or (at your option) any later version.
%% The latest version of this license is in
%%    http://www.latex-project.org/lppl.txt
%% and version 1.3c or later is part of all distributions of LaTeX
%% version 2005/12/01 or later.
%% 
%% This file has the LPPL maintenance status "maintained".
%% 
%% This file may only be distributed together with a copy of the LaTeX
%% base system. You may however distribute the LaTeX base system without
%% such generated files.
%% 
%% The list of all files belonging to the LaTeX base distribution is
%% given in the file `manifest.txt'. See also `legal.txt' for additional
%% information.
%% 
%% The list of derived (unpacked) files belonging to the distribution
%% and covered by LPPL is defined by the unpacking scripts (with
%% extension .ins) which are part of the distribution.
\ProvidesFile{utf8.def}
   [2008/04/05 v1.1m UTF-8 support for inputenc]
\makeatletter
\catcode`\ \saved@space@catcode
\def\UTFviii@two@octets#1#2{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\endcsname}
\def\UTFviii@three@octets#1#2#3{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\string#3\endcsname}
\def\UTFviii@four@octets#1#2#3#4{\expandafter
    \UTFviii@defined\csname u8:#1\string#2\string#3\string#4\endcsname}
\def\UTFviii@defined#1{%
  \ifx#1\relax
      \PackageError{inputenc}{Unicode\space char\space \string#1\space
                              not\space set\space up\space
                              for\space use\space with\space LaTeX}\@eha
  \else\expandafter
    #1%
  \fi
}
\begingroup
\catcode`\~13
\catcode`\"12
\def\UTFviii@loop{%
  \uccode`\~\count@
  \uppercase\expandafter{\UTFviii@tmp}%
  \advance\count@\@ne
  \ifnum\count@<\@tempcnta
  \expandafter\UTFviii@loop
  \fi}
    \count@"C2
    \@tempcnta"E0
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@two@octets\string~}}
\UTFviii@loop
    \count@"E0
    \@tempcnta"F0
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@three@octets\string~}}
\UTFviii@loop
    \count@"F0
    \@tempcnta"F4
    \def\UTFviii@tmp{\xdef~{\noexpand\UTFviii@four@octets\string~}}
\UTFviii@loop
\endgroup
\@inpenc@test
\ifx\@begindocumenthook\@undefined
  \makeatother
  \endinput \fi
\begingroup
\catcode`\"=12
\catcode`\<=12
\catcode`\.=12
\catcode`\,=12
\catcode`\;=12
\catcode`\!=12
\catcode`\~=13
\gdef\DeclareUnicodeCharacter#1#2{%
   \count@"#1\relax
   \wlog{ \space\space defining Unicode char U+#1 (decimal \the\count@)}%
   \begingroup
    \parse@XML@charref
    \def\UTFviii@two@octets##1##2{\csname u8:##1\string##2\endcsname}%
    \def\UTFviii@three@octets##1##2##3{\csname u8:##1%
                                     \string##2\string##3\endcsname}%
    \def\UTFviii@four@octets##1##2##3##4{\csname u8:##1%
                           \string##2\string##3\string##4\endcsname}%
    \expandafter\expandafter\expandafter
    \expandafter\expandafter\expandafter
    \expandafter
     \gdef\UTFviii@tmp{\IeC{#2}}%
   \endgroup
}
\gdef\parse@XML@charref{%
  \ifnum\count@<"A0\relax
     \PackageError{inputenc}{Cannot\space define\space Unicode\space
                             char\space value\space <\space 00A0}\@eha
  \else\ifnum\count@<"800\relax
     \parse@UTFviii@a,%
     \parse@UTFviii@b C\UTFviii@two@octets.,%
  \else\ifnum\count@<"10000\relax
     \parse@UTFviii@a;%
     \parse@UTFviii@a,%
     \parse@UTFviii@b E\UTFviii@three@octets.{,;}%
   \else
     \parse@UTFviii@a;%
     \parse@UTFviii@a,%
     \parse@UTFviii@a!%
     \parse@UTFviii@b F\UTFviii@four@octets.{!,;}%
    \fi
    \fi
  \fi
}
\gdef\parse@UTFviii@a#1{%
     \@tempcnta\count@
     \divide\count@ 64
     \@tempcntb\count@
     \multiply\count@ 64
     \advance\@tempcnta-\count@
     \advance\@tempcnta 128
     \uccode`#1\@tempcnta
     \count@\@tempcntb}
\gdef\parse@UTFviii@b#1#2#3#4{%
     \advance\count@ "#10\relax
     \uccode`#3\count@
     \uppercase{\gdef\UTFviii@tmp{#2#3#4}}}
\endgroup
\@onlypreamble\DeclareUnicodeCharacter
\@onlypreamble\parse@XML@charref
\@onlypreamble\parse@UTFviii@a
\@onlypreamble\parse@UTFviii@b
\begingroup
  \def\cdp@elt#1#2#3#4{%
    \wlog{Now handling font encoding #1 ...}%
    \lowercase{%
        \InputIfFileExists{utf8plain.dfu}}%
           {\wlog{... processing UTF-8 mapping file for font %
                     encoding #1}%
            \catcode`\ 9\relax}%
          {\wlog{... no UTF-8 mapping file for font encoding #1}}%
  }
  \cdp@list
\endgroup
\def\DeclareFontEncoding@#1#2#3{%
  \expandafter
  \ifx\csname T@#1\endcsname\relax
    \def\cdp@elt{\noexpand\cdp@elt}%
    \xdef\cdp@list{\cdp@list\cdp@elt{#1}%
                    {\default@family}{\default@series}%
                    {\default@shape}}%
    \expandafter\let\csname#1-cmd\endcsname\@changed@cmd
    \begingroup
      \wlog{Now handling font encoding #1 ...}%
      \lowercase{%
        \InputIfFileExists{utf8plainenc.dfu}}%
           {\wlog{... processing UTF-8 mapping file for font %
                      encoding #1}}%
           {\wlog{... no UTF-8 mapping file for font encoding #1}}%
    \endgroup
  \else
     \@font@info{Redeclaring font encoding #1}%
  \fi
  \global\@namedef{T@#1}{#2}%
  \global\@namedef{M@#1}{\default@M#3}%
  \xdef\LastDeclaredEncoding{#1}%
  }
\DeclareUnicodeCharacter{00A9}{\textcopyright}
\DeclareUnicodeCharacter{00AA}{\textordfeminine}
\DeclareUnicodeCharacter{00AE}{\textregistered}
\DeclareUnicodeCharacter{00BA}{\textordmasculine}
\DeclareUnicodeCharacter{02C6}{\textasciicircum}
\DeclareUnicodeCharacter{02DC}{\textasciitilde}
\DeclareUnicodeCharacter{200C}{\textcompwordmark}
\DeclareUnicodeCharacter{2026}{\textellipsis}
\DeclareUnicodeCharacter{2122}{\texttrademark}
\DeclareUnicodeCharacter{2423}{\textvisiblespace}

\endinput
%%
%% End of file `utf8.def'.
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headers/babel.tex

\usepackage[english]{babel}
\newcommand{\mychapterbabel}{Chapter}
\newcommand{\mypagebabel}{on page}
\newcommand{\myfigurebabel}{Figure}
\newcommand{\mylangbabel}{english}







headers/commands.tex

% Syntax Highlightling

%\DefineShortVerb[commandchars=\\\{\}]{\|}
\DefineVerbatimEnvironment{Highlighting}{Verbatim}{commandchars=\\\{\}}
% Add ',fontsize=\small' for more characters per line
\newenvironment{Shaded}{\begin{scriptsize}}{\end{scriptsize}}
\newcommand{\KeywordTok}[1]{\textbf{{#1}}}
\newcommand{\DataTypeTok}[1]{\underline{{#1}}}
\newcommand{\DecValTok}[1]{{#1}}
\newcommand{\BaseNTok}[1]{{#1}}
\newcommand{\FloatTok}[1]{{#1}}
\newcommand{\CharTok}[1]{{#1}}
\newcommand{\StringTok}[1]{{#1}}
\newcommand{\CommentTok}[1]{\textit{{#1}}}
\newcommand{\OtherTok}[1]{{#1}}
\newcommand{\AlertTok}[1]{\textbf{{#1}}}
\newcommand{\FunctionTok}[1]{{#1}}
\newcommand{\RegionMarkerTok}[1]{{#1}}
\newcommand{\ErrorTok}[1]{\textbf{{#1}}}
\newcommand{\NormalTok}[1]{{#1}}
\newcommand{\myfigurewithoutcaption}[1]{{\bfseries \myfigurebabel{ }#1}}
\newcommand{\myfigurewithcaption}[2]{{\bfseries \myfigurebabel{ }#1{\quad}}#2}

% Definition der Fussnoten
% ------------------------
%\KOMAoptions{footnotes=multiple}


\DeclareTextSymbol{\textlongs}{TS1}{115} 

\deffootnote[2.2em]{2.2em}{0em}{\makebox[2.2em][l]{\thefootnotemark}}

\newcommand{\badchar}[1]
{\textbf{?}}


\newcommand{\myplainurl}[1]
{{\ttfamily  \url{#1}}}


\newcommand{\myfnhref}[2]
{{#2} \^{}{\{\ttfamily  \url{#1}\}} }

\newcommand{\mymchref}[2]
{}


\newcommand{\mytabhref}[2]
{{#2}\protect\footnote{\ttfamily \url{#1} }}
%{\textsc{#2}}


\newcommand{\myfnlref}[2]
{{#2} \^{}\{\mychapterbabel \ref{#1} \mypagebabel {$\text{}$} \pageref{#1}\}}

\newlength{\fnwidth}
\setlength{\fnwidth}{\linewidth}
\addtolength{\fnwidth}{-10mm}

\newcommand{\myhref}[2]
{{#2}\protect\footnote{    \begin{minipage}{\fnwidth} \ttfamily \url{#1}  \end{minipage}}} 

\newcommand{\mylref}[2]
{{#2}\protect\footnote{\mychapterbabel {$\text{}$} \ref{#1} \mypagebabel {$\text{}$} \pageref{#1}}}

\newcommand{\myfnsref}[2]
{\text{#2} \^{}\{\text{#1} \}}

\newcommand{\mysref}[2]
{\text{#2}\protect\footnote{#1}}

\newcommand{\TickYes}{\checkmark}


% Kompatibilität, damit myfootnote nichts ins Leere läuft
\newcommand{\myfootnote}[1]
%{\footnote{\quad{}#1}}
{\footnote{#1}}


% Auflistungen
% ------------
% Standardvorschlag für itemize
%\newenvironment{myitemize}{\begin{itemize}}{\end{itemize}}
%\newenvironment{myenumerate}{\begin{enumerate}}{\end{enumerate}}
\newenvironment{myquote}{\begin{itemize}[{}]}{\end{itemize}}
\newenvironment{myblockquote}{\begin{itemize}[{\quad}]}{\end{itemize}}

\newenvironment{mydescription}{

\begin{inparablank}}{\end{inparablank}} 
% Alternativen ohne Einrückung
\newenvironment{myitemize}{\begin{compactitem}[\textbullet]}{\end{compactitem}}
\newenvironment{myenumerate}{\begin{compactenum}}{\end{compactenum}}

% einige weitere Festlegungen
% ---------------------------
% \breakslash is used for URLs to allow linebreaking
\newcommand{\mybreakslash}{\discretionary{/}{}{/}}

\newlength{\mylength}
\newlength{\myhight}
\newlength{\myshadingheight}
\newcommand{\myoverline}[1]
{\settowidth{\mylength}{#1} \settoheight{\myhight}{#1}
\makebox[-3pt][l]{#1}
\rule[\myhight+1pt]{\mylength}{0.15mm}}

% Teile von Büchern
\newcommand{\mypart}[1]
%{\part{#1}}
{\addtocontents{toc}{\protect\vspace{7.5mm} \textbf{\Large {#1}}}}

% minitoc vorbereiten, aber standardmäßig unterdrücken
\newcommand{\myminitoc}{}

% Haupttitel
% ----------
%\newcommand{\mymaintitle}[1]
%{\definecolor{shadecolor}{gray}{0.9}\begin{shaded}
%\begin{center}
%\Huge \bfseries 
%#1 
%\end{center}
%\end{shaded}}

%\newcommand{\mysubtitle}[1]
%{\begin{center}
%\LARGE \bfseries 
%#1
%\end{center}}

\newcommand{\mysubtitle}[1]{\subtitle{#1}}
\newcommand{\mymaintitle}[1]{\title{#1}}
\newcommand{\myauthor}[1]{\author{#1}}


% Metadaten
% ---------
\newcommand{\fetchurlcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Adresse der elektronischen Ressource zur Abholung (O)}.}{URL zur Abholung}}

\newcommand{\bookcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Adresse der elektronischen Ressource (O)}.}{Buch (Hauptseite)}}

\newcommand{\functionalgroupcaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Angaben zum Inhalt: DDC-Sachgruppe der Deutschen Nationalbibliografie oder Warengruppen-Systematik des Deutschen Buchhandels (O)}.}{Sachgruppe(n)} }

\newcommand{\futhertopicscaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Angaben zum Inhalt: weitere Klassifikationen / Thesauri (F)}.}{Weitere Themen}}

\newcommand{\mainauthorscaption}[0]
{Hauptautor(en)}

\newcommand{\projecttexniciancaption}[0]
{Betreuer}

\newcommand{\organizationscaptions}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Beteiligte Organisationen (F)}.}{Organisation(en)}}

\newcommand{\datecaption}[0]
{Erscheinungsdatum}

\newcommand{\issuecaption}[0]
{Ausgabebezeichnung}

\newcommand{\standardcodecaption}[0]
{Standardnummer }

\newcommand{\maintitlecaption}[0]
{Haupttitel}

\newcommand{\publishercaption}[0]
{\mysref{In den Metadaten erläutert unter: {\itshape Verlag / Verlegende Stelle (O)}.}{Verlegende Stelle} }

\newcommand{\publishercitycaption}[0]
{Verlagsort}

\newcommand{\shelfcaption}[0]
{Wikibooks-Regal}

\newcommand{\sizecaption}[0]
{Umfang}


\newcommand{\Alpha}{\mathrm{A}}
\newcommand{\Beta}{\mathrm{B}}
\newcommand{\Epsilon}{\mathrm{E}}
\newcommand{\Zeta}{\mathrm{Z}}
\newcommand{\Eta}{\mathrm{H}}
\newcommand{\Iota}{\mathrm{I}}
\newcommand{\Kappa}{\mathrm{K}}
\newcommand{\Mu}{\mathrm{M}}
\newcommand{\Nu}{\mathrm{N}}
\newcommand{\Rho}{\mathrm{P}}
\newcommand{\Tau}{\mathrm{T}}
\newcommand{\Chi}{\mathrm{X}}













headers/defaultcolors.tex

\definecolor{AliceBlue}{rgb}{0.941176470588,0.972549019608,1.0}
\definecolor{aliceblue}{rgb}{0.941176470588,0.972549019608,1.0}
\definecolor{AntiqueWhite}{rgb}{0.980392156863,0.921568627451,0.843137254902}
\definecolor{antiquewhite}{rgb}{0.980392156863,0.921568627451,0.843137254902}
\definecolor{Aqua}{rgb}{0.0,1.0,1.0}
\definecolor{aqua}{rgb}{0.0,1.0,1.0}
\definecolor{Aquamarine}{rgb}{0.498039215686,1.0,0.83137254902}
\definecolor{aquamarine}{rgb}{0.498039215686,1.0,0.83137254902}
\definecolor{Azure}{rgb}{0.941176470588,1.0,1.0}
\definecolor{azure}{rgb}{0.941176470588,1.0,1.0}
\definecolor{Beige}{rgb}{0.960784313725,0.960784313725,0.862745098039}
\definecolor{beige}{rgb}{0.960784313725,0.960784313725,0.862745098039}
\definecolor{Bisque}{rgb}{1.0,0.894117647059,0.76862745098}
\definecolor{bisque}{rgb}{1.0,0.894117647059,0.76862745098}
\definecolor{Black}{rgb}{0.0,0.0,0.0}
\definecolor{black}{rgb}{0.0,0.0,0.0}
\definecolor{BlanchedAlmond}{rgb}{1.0,0.921568627451,0.803921568627}
\definecolor{blanchedalmond}{rgb}{1.0,0.921568627451,0.803921568627}
\definecolor{Blue}{rgb}{0.0,0.0,1.0}
%\definecolor{blue}{rgb}{0.0,0.0,1.0}
\definecolor{BlueViolet}{rgb}{0.541176470588,0.16862745098,0.886274509804}
\definecolor{blueviolet}{rgb}{0.541176470588,0.16862745098,0.886274509804}
\definecolor{Brown}{rgb}{0.647058823529,0.164705882353,0.164705882353}
\definecolor{brown}{rgb}{0.647058823529,0.164705882353,0.164705882353}
\definecolor{BurlyWood}{rgb}{0.870588235294,0.721568627451,0.529411764706}
\definecolor{burlywood}{rgb}{0.870588235294,0.721568627451,0.529411764706}
\definecolor{CadetBlue}{rgb}{0.372549019608,0.619607843137,0.627450980392}
\definecolor{cadetblue}{rgb}{0.372549019608,0.619607843137,0.627450980392}
\definecolor{Chartreuse}{rgb}{0.498039215686,1.0,0.0}
\definecolor{chartreuse}{rgb}{0.498039215686,1.0,0.0}
\definecolor{Chocolate}{rgb}{0.823529411765,0.411764705882,0.117647058824}
\definecolor{chocolate}{rgb}{0.823529411765,0.411764705882,0.117647058824}
\definecolor{Coral}{rgb}{1.0,0.498039215686,0.313725490196}
\definecolor{coral}{rgb}{1.0,0.498039215686,0.313725490196}
\definecolor{CornflowerBlue}{rgb}{0.392156862745,0.58431372549,0.929411764706}
\definecolor{cornflowerblue}{rgb}{0.392156862745,0.58431372549,0.929411764706}
\definecolor{Cornsilk}{rgb}{1.0,0.972549019608,0.862745098039}
\definecolor{cornsilk}{rgb}{1.0,0.972549019608,0.862745098039}
\definecolor{Crimson}{rgb}{0.862745098039,0.078431372549,0.235294117647}
\definecolor{crimson}{rgb}{0.862745098039,0.078431372549,0.235294117647}
\definecolor{Cyan}{rgb}{0.0,1.0,1.0}
%\definecolor{cyan}{rgb}{0.0,1.0,1.0}
\definecolor{DarkBlue}{rgb}{0.0,0.0,0.545098039216}
\definecolor{darkblue}{rgb}{0.0,0.0,0.545098039216}
\definecolor{DarkCyan}{rgb}{0.0,0.545098039216,0.545098039216}
\definecolor{darkcyan}{rgb}{0.0,0.545098039216,0.545098039216}
\definecolor{DarkGoldenRod}{rgb}{0.721568627451,0.525490196078,0.043137254902}
\definecolor{darkgoldenrod}{rgb}{0.721568627451,0.525490196078,0.043137254902}
\definecolor{DarkGray}{rgb}{0.662745098039,0.662745098039,0.662745098039}
\definecolor{darkgray}{rgb}{0.662745098039,0.662745098039,0.662745098039}
\definecolor{DarkGreen}{rgb}{0.0,0.392156862745,0.0}
\definecolor{darkgreen}{rgb}{0.0,0.392156862745,0.0}
\definecolor{DarkKhaki}{rgb}{0.741176470588,0.717647058824,0.419607843137}
\definecolor{darkkhaki}{rgb}{0.741176470588,0.717647058824,0.419607843137}
\definecolor{DarkMagenta}{rgb}{0.545098039216,0.0,0.545098039216}
\definecolor{darkmagenta}{rgb}{0.545098039216,0.0,0.545098039216}
\definecolor{DarkOliveGreen}{rgb}{0.333333333333,0.419607843137,0.18431372549}
\definecolor{darkolivegreen}{rgb}{0.333333333333,0.419607843137,0.18431372549}
\definecolor{Darkorange}{rgb}{1.0,0.549019607843,0.0}
\definecolor{darkorange}{rgb}{1.0,0.549019607843,0.0}
\definecolor{DarkOrchid}{rgb}{0.6,0.196078431373,0.8}
\definecolor{darkorchid}{rgb}{0.6,0.196078431373,0.8}
\definecolor{DarkRed}{rgb}{0.545098039216,0.0,0.0}
\definecolor{darkred}{rgb}{0.545098039216,0.0,0.0}
\definecolor{DarkSalmon}{rgb}{0.913725490196,0.588235294118,0.478431372549}
\definecolor{darksalmon}{rgb}{0.913725490196,0.588235294118,0.478431372549}
\definecolor{DarkSeaGreen}{rgb}{0.560784313725,0.737254901961,0.560784313725}
\definecolor{darkseagreen}{rgb}{0.560784313725,0.737254901961,0.560784313725}
\definecolor{DarkSlateBlue}{rgb}{0.282352941176,0.239215686275,0.545098039216}
\definecolor{darkslateblue}{rgb}{0.282352941176,0.239215686275,0.545098039216}
\definecolor{DarkSlateGray}{rgb}{0.18431372549,0.309803921569,0.309803921569}
\definecolor{darkslategray}{rgb}{0.18431372549,0.309803921569,0.309803921569}
\definecolor{DarkTurquoise}{rgb}{0.0,0.807843137255,0.819607843137}
\definecolor{darkturquoise}{rgb}{0.0,0.807843137255,0.819607843137}
\definecolor{DarkViolet}{rgb}{0.580392156863,0.0,0.827450980392}
\definecolor{darkviolet}{rgb}{0.580392156863,0.0,0.827450980392}
\definecolor{DeepPink}{rgb}{1.0,0.078431372549,0.576470588235}
\definecolor{deeppink}{rgb}{1.0,0.078431372549,0.576470588235}
\definecolor{DeepSkyBlue}{rgb}{0.0,0.749019607843,1.0}
\definecolor{deepskyblue}{rgb}{0.0,0.749019607843,1.0}
\definecolor{DimGray}{rgb}{0.411764705882,0.411764705882,0.411764705882}
\definecolor{dimgray}{rgb}{0.411764705882,0.411764705882,0.411764705882}
\definecolor{DodgerBlue}{rgb}{0.117647058824,0.564705882353,1.0}
\definecolor{dodgerblue}{rgb}{0.117647058824,0.564705882353,1.0}
\definecolor{FireBrick}{rgb}{0.698039215686,0.133333333333,0.133333333333}
\definecolor{firebrick}{rgb}{0.698039215686,0.133333333333,0.133333333333}
\definecolor{FloralWhite}{rgb}{1.0,0.980392156863,0.941176470588}
\definecolor{floralwhite}{rgb}{1.0,0.980392156863,0.941176470588}
\definecolor{ForestGreen}{rgb}{0.133333333333,0.545098039216,0.133333333333}
\definecolor{forestgreen}{rgb}{0.133333333333,0.545098039216,0.133333333333}
\definecolor{Fuchsia}{rgb}{1.0,0.0,1.0}
\definecolor{fuchsia}{rgb}{1.0,0.0,1.0}
\definecolor{Gainsboro}{rgb}{0.862745098039,0.862745098039,0.862745098039}
\definecolor{gainsboro}{rgb}{0.862745098039,0.862745098039,0.862745098039}
\definecolor{GhostWhite}{rgb}{0.972549019608,0.972549019608,1.0}
\definecolor{ghostwhite}{rgb}{0.972549019608,0.972549019608,1.0}
\definecolor{Gold}{rgb}{1.0,0.843137254902,0.0}
\definecolor{gold}{rgb}{1.0,0.843137254902,0.0}
\definecolor{GoldenRod}{rgb}{0.854901960784,0.647058823529,0.125490196078}
\definecolor{goldenrod}{rgb}{0.854901960784,0.647058823529,0.125490196078}
\definecolor{Gray}{rgb}{0.501960784314,0.501960784314,0.501960784314}
\definecolor{gray}{rgb}{0.501960784314,0.501960784314,0.501960784314}
\definecolor{Green}{rgb}{0.0,0.501960784314,0.0}
%\definecolor{green}{rgb}{0.0,0.501960784314,0.0}
\definecolor{GreenYellow}{rgb}{0.678431372549,1.0,0.18431372549}
\definecolor{greenyellow}{rgb}{0.678431372549,1.0,0.18431372549}
\definecolor{HoneyDew}{rgb}{0.941176470588,1.0,0.941176470588}
\definecolor{honeydew}{rgb}{0.941176470588,1.0,0.941176470588}
\definecolor{HotPink}{rgb}{1.0,0.411764705882,0.705882352941}
\definecolor{hotpink}{rgb}{1.0,0.411764705882,0.705882352941}
\definecolor{IndianRed}{rgb}{0.803921568627,0.360784313725,0.360784313725}
\definecolor{indianred}{rgb}{0.803921568627,0.360784313725,0.360784313725}
\definecolor{Indigo}{rgb}{0.294117647059,0.0,0.509803921569}
\definecolor{indigo}{rgb}{0.294117647059,0.0,0.509803921569}
\definecolor{Ivory}{rgb}{1.0,1.0,0.941176470588}
\definecolor{ivory}{rgb}{1.0,1.0,0.941176470588}
\definecolor{Khaki}{rgb}{0.941176470588,0.901960784314,0.549019607843}
\definecolor{khaki}{rgb}{0.941176470588,0.901960784314,0.549019607843}
\definecolor{Lavender}{rgb}{0.901960784314,0.901960784314,0.980392156863}
\definecolor{lavender}{rgb}{0.901960784314,0.901960784314,0.980392156863}
\definecolor{LavenderBlush}{rgb}{1.0,0.941176470588,0.960784313725}
\definecolor{lavenderblush}{rgb}{1.0,0.941176470588,0.960784313725}
\definecolor{LawnGreen}{rgb}{0.486274509804,0.988235294118,0.0}
\definecolor{lawngreen}{rgb}{0.486274509804,0.988235294118,0.0}
\definecolor{LemonChiffon}{rgb}{1.0,0.980392156863,0.803921568627}
\definecolor{lemonchiffon}{rgb}{1.0,0.980392156863,0.803921568627}
\definecolor{LightBlue}{rgb}{0.678431372549,0.847058823529,0.901960784314}
\definecolor{lightblue}{rgb}{0.678431372549,0.847058823529,0.901960784314}
\definecolor{LightCoral}{rgb}{0.941176470588,0.501960784314,0.501960784314}
\definecolor{lightcoral}{rgb}{0.941176470588,0.501960784314,0.501960784314}
\definecolor{LightCyan}{rgb}{0.878431372549,1.0,1.0}
\definecolor{lightcyan}{rgb}{0.878431372549,1.0,1.0}
\definecolor{LightGoldenRodYellow}{rgb}{0.980392156863,0.980392156863,0.823529411765}
\definecolor{lightgoldenrodyellow}{rgb}{0.980392156863,0.980392156863,0.823529411765}
\definecolor{LightGrey}{rgb}{0.827450980392,0.827450980392,0.827450980392}
\definecolor{lightgrey}{rgb}{0.827450980392,0.827450980392,0.827450980392}
\definecolor{LightGreen}{rgb}{0.564705882353,0.933333333333,0.564705882353}
\definecolor{lightgreen}{rgb}{0.564705882353,0.933333333333,0.564705882353}
\definecolor{LightPink}{rgb}{1.0,0.713725490196,0.756862745098}
\definecolor{lightpink}{rgb}{1.0,0.713725490196,0.756862745098}
\definecolor{LightSalmon}{rgb}{1.0,0.627450980392,0.478431372549}
\definecolor{lightsalmon}{rgb}{1.0,0.627450980392,0.478431372549}
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This book is an introduction to communication theory — the theory of how humans share, encode, and decode what they know, what they need, and what they expect from each other.

\chapter{Introduction}
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\label{4}
{\bfseries }Communication{\bfseries  is deeply rooted in human behaviors and societies.  It is difficult to think of social or behavioral events from which communication is absent. Indeed, communication applies to shared behaviors and properties of any collection of things, whether they are human or not.}

We may turn to \myhref{http://en.wikipedia.org/wiki/etymology}{etymology} for clues: \symbol{34}communication\symbol{34} (from the Latin \symbol{34}communicare\symbol{34}) literally means \symbol{34}to put in common\symbol{34}, \symbol{34}to share\symbol{34}. The term originally meant sharing of tangible things; food, land, goods, and property.  Today, it is often applied to \myhref{http://en.wikipedia.org/wiki/knowledge}{knowledge} and \myhref{http://en.wikipedia.org/wiki/information}{information} processed by living things or computers.

We might say that communication consists of transmitting information. In fact, many scholars of communication take this as a working definition, and use \myhref{http://en.wikipedia.org/wiki/Harold\%20Lasswell}{Lasswell\textquotesingle{}s} maxim (\symbol{34}who says what to whom\symbol{34}) as a means of circumscribing the field of communication. Others stress the importance of clearly characterizing the historical, economic and social context. The field of \myhref{http://en.wikipedia.org/wiki/communication\%20theory}{communication theory} can benefit from a conceptualization of communication that is widely shared. 

\myhref{http://en.wikipedia.org/wiki/communication\%20theory}{Communication Theory} attempts to document types of communication, and to optimize communications for the benefit of all.

Indeed, a theory is some form of explanation of a class of observed phenomena. \myhref{http://en.wikipedia.org/wiki/Karl\%20Popper}{Karl Popper} colorfully described theory as 
\symbol{34}the net which we throw out in order to catch the world-{}-{}to rationalize, explain, and dominate it.\symbol{34} The idea of a theory lies at the heart of any scholarly process, and while those in the social sciences tend to adopt the tests of a good theory from the \myhref{http://en.wikipedia.org/wiki/natural\%20science}{natural sciences}, many who study communication adhere to an idea of communication theory that is akin to that found in other \myhref{http://en.wikipedia.org/wiki/academic\%20fields}{academic fields}.

This book approaches communication theory from a biographical perspective, in an attempt to show theory development within a social context. Many of these theorists would not actually consider themselves \symbol{34}communication\symbol{34} researchers. The field of communication study is remarkably inclusionary, and integrates theoretical perspectives originally developed in a range of other disciplines.
\section{Theories and Models}
\label{5}
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\raggedright{}\myfigurewithcaption{1}{A simple communication model with a \myhref{http://en.wikipedia.org/wiki/sender}{sender} which transfers a \myhref{http://en.wikipedia.org/wiki/message}{message} containing \myhref{http://en.wikipedia.org/wiki/information}{information} to a \myhref{http://en.wikipedia.org/wiki/receiver}{receiver}.}
\end{minipage}\vspace{0.75cm}



Many suggest that there is no such thing as a successful body of communication theory, but that we have been relatively more successful in generating models of communication. A \myhref{http://en.wikipedia.org/wiki/model\%20\%28abstract\%29}{model}, according to a seminal 1952 article by \myhref{http://en.wikipedia.org/wiki/Karl\%20Deutsch}{Karl Deutsch} (\symbol{34}On Communication Models in the Social Sciences\symbol{34}), is \symbol{34}a structure of symbols and operating rules which is supposed to match a set of relevant points in an existing structure or process.\symbol{34} In other words, it is a simplified representation or template of a process that can be used to help understand the nature of communication in a social setting. Such models are necessarily not one-{}to-{}one maps of the real world, but they are successful only insofar as they accurately represent the most important elements of the real world, and the dynamics of their relationship to one another.

Deutsch suggests that a model should provide four functions. It should organize a complex system (while being as general as possible), and should provide an heuristic function. Both these functions are similar to those listed above for theories. He goes on to suggest models should be as original as possible, that they should not be obvious enough that they fail to shed light on the existing system. They should also provide some form of measurement of the system that will work analogously within the model and within the actual system being observed.

Models are tools of inquiry in a way that theories may not be. By representing the system being observed, they provide a way of working through the problems of a \symbol{34}real world\symbol{34} system in a more abstract way. As such, they lend themselves to the eventual construction of theory, though it may be that theory of the sort found in the natural sciences is something that cannot be achieved in the social sciences. Unfortunately, while models provide the \symbol{34}what\symbol{34} and the \symbol{34}how,\symbol{34} they are not as suited to explaining \symbol{34}why,\symbol{34} and therefore are rarely as satisfying as strong theory{\bfseries }
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\label{7}\section{Advances in Interpersonal Communication: Charles Berger, Richard Calabrese and Key Uncertainty Theorists}
\label{8}

Since the mid-{}twentieth century, the concept of information has been a strong foundation for communication research and the development of communication theory.  Information exchange is a basic human function in which individuals request, provide, and exchange information with the goal of reducing uncertainty.  Uncertainty Reduction theory (URT), accredited to Charles R. Berger and Richard J. Calabrese (1975), recognized that reducing uncertainty was a central motive of communication.  Through the development of URT, these scholars pioneered the field of interpersonal communication by examining this significant relationship in uncertainty research.

Heath and Bryant (2000) state: “One of the motivations underpinning interpersonal communication is the acquisition of information with which to reduce uncertainty” (p. 153).  The study of information is basic to all fields of communication, but its relation to the study of uncertainty in particular advanced theoretical research in the field of interpersonal communication.  URT places the role of communication into the central focus which was a key step in the development of the field of interpersonal communication.  Berger and Calabrese (1975) note: “When communication researchers have conducted empirical research on the interpersonal communication process, they have tended to employ social psychological theories as starting points” (p. 99).  The research underlying the theory and efforts made by other contemporaries marked the emergence of interpersonal communication research; with the development of URT, communication researchers began to look to communication for theories of greater understanding rather than theoretical approaches founded in other social sciences.
\section{The History of Interpersonal Communication Research: A Brief Overview}
\label{9}

Traditionally, communication has been viewed as an interdisciplinary field.  Interpersonal communication is most often linked to studies into language, social cognition, and social psychology.  Prior to the 1960s, only a modest amount of research was completed under the label of interpersonal communication.  Heath and Bryant (2000) marked this time as the origin of the field of interpersonal communication: “Particularly since 1960, scholars adopted communication as the central term because they wanted to study it as a significant and unique aspect of human behavior” (p. 59).

The 1960s produced research that impacted the development of an interpersonal field.  Research in psychiatry examined personality and the influence of relationships, finding that psychiatric problems were not only a result of self problems, but a result of relational problems as well.  Research trends in humanistic psychology and existentialism inspired the idea that relationships could be improved through effective communication (Heath \& Bryant, 2000).

Research conducted under the title of interpersonal communication initially focused on persuasion, social influence, and small group processes.  Theories explored the role of learning, dissonance, balance, social judgment, and reactance (Berger, 2005).  Kurt Lewin, a forefather of social psychology, played a considerable role in influencing interpersonal research pioneers such as Festinger, Heider, Kelley, and Hovland. 

By the 1970s, research interests began to shift into the realm of social interaction, relational development, and relational control.  This was influenced by the research of such scholars as Knapp, Mehrabian, Altman, Taylor, Duck, Kelley, and Thibaut.  During the later part of the decade and into the 1980s, the cognitive approaches of Hewes, Planalp, Roloff, and Berger became popular along with research into behavioral and communicative adaptation by Giles, Burgoon, and Patterson.  Berger (2005) states: “these early theoretical forays helped shape the interpersonal comm research agenda during the past two decades” (p. 416).

Today, interpersonal communication tends to focus on dyadic communication, communication involving face-{}to-{}face interaction, or communication as a function of developing relationships.  Research into interpersonal communication theory typically focuses on the development, maintenance, and dissolution of relationships.  It has been recognized that interpersonal communication is motivated by uncertainty reduction (Berger \& Calabrese, 1975).  Since its introduction in the 1970s, uncertainty has been recognized as a major field of study that has contributed to the development of the field of communication as a whole.  This chapter strives to focus on those theorists who pioneered the research of uncertainty reduction in communication.  Their work is crucial to the development of the field of interpersonal communication, and is central in our understanding of interpersonal processes.
\section{Defining Uncertainty}
\label{10}

Since uncertainty has been identified as an important construct, necessary to the study of communication, it would be beneficial to know when the concept originated, and how it has been defined and studied.  One way to consider uncertainty is through the theoretical framework of information theory.  Shannon and Weaver (1949) proposed that uncertainty existed in a given situation when there was a high amount of possible alternatives and the probability of their event was relatively equal.  Shannon and Weaver related this view of uncertainty to the transmission of messages, but their work also contributed to the development of URT.

Berger and Calabrese (1975) adopted concepts from the information theorists as well as Heider\textquotesingle{}s (1958) research in attribution.  Berger and Calabrese (1975) expanded the concept of uncertainty to fit interpersonal communication by defining uncertainty as the “number of alternative ways in which each interactant might behave” (p. 100).  The greater the level of uncertainty that exists in a situation, the smaller the chance individuals will be able to predict behaviors and occurrences.

During interactions individuals are not only faced with problems of predicting present and past behaviors, but also explaining why partners behave or believe in the way that they do. Berger and Bradac’s (1982) definition of uncertainty highlighted the complexity of this process when they stated: “Uncertainty, then, can stem from the large number of alternative things that a stranger can believe or potentially say” (p. 7).

Uncertainty plays a significant role when examining relationships.  High levels of uncertainty can severely inhibit relational development.  Uncertainty can cause stress and anxiety which can lead to low levels of communicator competence (West \& Turner, 2000).  Incompetent communicators may not be able to develop relationships or may be too anxious to engage in initial interactions.  West and Turner (2000) note that lower levels of uncertainty caused increased verbal and nonverbal behavior, increased levels of intimacy, and increased liking.  In interactions individuals are expected to increase predictability with the goal that this will lead to the ability to predict and explain what will occur in future interactions.  When high uncertainty exists it is often difficult to reach this goal.

Although individuals seek to reduce uncertainty, high levels of certainty and predictability can also inhibit a relationship.  Heath and Bryant (2000) state: “Too much certainty and predictability can deaden a relationship; too much uncertainty raises its costs to an unacceptable level. Relationship building is a dialectic of stability and change, certainty and uncertainty” (p. 271).  Therefore uncertainty is a concept that plays a significant role in interpersonal communication.  The following theorists explore how communication can be a vehicle individuals utilize to reduce uncertainty.
\section{Early Influences}
\label{11}

The following theorists significantly contributed to the examination of uncertainty in communication.  The influence of their work can be seen reflected in the assumptions of Berger and Calabrese (1975).
\subsection{Leon Festinger (1919-{}1989)}
\label{12}

Leon Festinger studied psychology at the University of Iowa under the direction of Kurt Lewin.  Lewin, one of the founders of social psychology and a pioneer in the research of group dynamics, had a substantial influence on the development of interpersonal communication.  After graduation, \myhref{http://en.wikibooks.org/wiki/Festinger}{Festinger} initially worked at the University of Rochester, but in 1945 he followed Lewin to Massachusetts Institute of Technology and the Research Center for Group Dynamics.  After Lewin\textquotesingle{}s death, Festinger worked at the University of Michigan, Stanford University, and the New School for Social Research (Samelson, 2000).

Much of Festinger’s research followed his mentor Lewin and further developed Lewin’s theories.  Several of Festinger\textquotesingle{}s theories were highly influential on the emerging field of interpersonal communication and on the development of URT.  Festinger is best known for the theories of Cognitive Dissonance and Social Comparison.  Cognitive Dissonance theory (CDT) attempted to explain how an imbalance among cognitions might affect an individual.  Lewin foreshadowed CDT in his observations regarding attitude change in small groups (Festinger, 1982).  CDT allows for three relationships to occur among cognitions: a consonant relationship, in which cognitions are in equilibrium with each other; a dissonant relationship, in which cognitions are in competition with each other; and an irrelevant relationship, in which the cognitions in question have no effect on one another (West \& Turner, 2000).  Cognitive Dissonance, like uncertainty, has an element of arousal and discomfort that individuals seek to reduce.

Social Comparison theory postulates that individuals look to feedback from others to evaluate their performance and abilities.  To evaluate the self, the individual usually seeks the opinions of others who are similar to the self.  This need for social comparison can result in conformity pressures (Trenholm \& Jensen, 2004).  Berger and Calabrese (1975) related social comparison to URT by stating that “Festinger has suggested that persons seek out similar others who are proximate when they experience a high level of uncertainty regarding the appropriateness of their behavior and/or opinions in a particular situation” (p. 107).

Festinger received the Distinguished Scientist award of the American Psychological Association and the Distinguished Senior Scientist Award from the Society of Experimental Social Psychology.  Festinger’s legacy is significant, and his theoretical influence can still be recognized in contemporary social science research.  Aronson (in Festinger, 1980) stated, “It was in this era that Leon Festinger invented and developed his theory of cognitive dissonance, and in my opinion, social psychology has not been the same since” (p. 3).
\subsection{Fritz Heider (1896-{}1988)}
\label{13}

Fritz Heider earned his doctorate in philosophy from the University of Graz.  During his time in Europe, Heider worked with many renowned psychologists such as Wolfgang Köhler, Max Wertheimer, and Kurt Lewin.  Heider, like Festinger, recognized Lewin as a substantial impact on his life: “I want to pay tribute to {$\text{[}$}Lewin\textquotesingle{}s{$\text{]}$} stimulating influence, which has affected much of my thinking and which is still strong even in this book, although it does not derive directly from his work” (Heider, 1958, p. vii).  In 1929, Heider moved to the United States to work at Smith College and later the University of Kansas where he worked for the remainder of his life (Ash, 2000).

Heider’s 1958 publication, {\itshape The Psychology of Interpersonal Relations}, signified a major breakthrough in the study of interpersonal communication (Heath \& Bryant, 2000).  At this point, social psychologists like Heider expanded their research to focus on interpersonal relations as an important field of study.  Though many social psychologists focused on behavior in interpersonal relations, their research served as a gateway for research examining communication in interpersonal relationships.  Heider’s text provided one of the first forums for discussing relational phenomena.

Heider’s work reflected Lewin’s cognitive approach to behavior.  Heider (1958) focused on theories in cognitive consistency, emphasizing that individuals prefer when their cognitions are in agreement with each other.  Heider examined how individuals perceive and evaluate the actions and behaviors of others, a focus reexamined in Berger and Calabrese’s development of URT.  Heider stated: “persons actively seek to predict and explain the actions of others” (Berger \& Bradac, 1982, p. 29).  Heider’s theory of “naïve psychology” suggested that individuals act as observers and analyzers of human behavior in everyday life.  Individuals gather information that helps them to predict and explain human behavior.  “The naïve factor analysis of action permits man to give meaning to action, to influence the actions of others as well as of himself, and to predict future actions” (Heider, 1958, p. 123).  

When examining motivations in interpersonal relations, Heider (1958) found that affective significance is greatly determined by causal attribution.  Heider states: “Thus, our reactions will be different according to whether we think a person failed primarily because he lacked adequate ability or primarily because he did not want to carry out the actions” (1958, p. 123).  The condition of motivation becomes the focus and is relied on for making judgments and also interpreting the action.

Heider was awarded a Guggenheim Fellowship, a Distinguished Scientific Contribution Award from the American Psychological Association, and was a fellow of the American Academy of Arts and Sciences.  His influence continues to grow after his death in 1988.
\subsection{Claude E. Shannon (1916-{}2001) and Warren Weaver (1894-{}1978)}
\label{14}

Claude E. Shannon received his B.S. from the University of Michigan, Ann Arbor and his Ph.D. from Massachusetts Institute of Technology (MIT).  Shannon worked for the National Research Council, the National Defense Research Committee, and Bell Telephone Laboratories, where he developed the mathematical theory of communication, now known as information theory, with Warren Weaver.  Shannon went on to teach at MIT until his death in 2001.  During his lifetime Shannon was awarded the Nobel Prize, Leibmann Prize, Ballantine Medal, Who\textquotesingle{}s Who Life Achievement Prize, and the Kyoto Prize (“Claude Elwood Shannon”, 2002).

Warren Weaver received his B.S. and Ph.D. from the University of Wisconsin.  Weaver worked as faculty at Throop College, California Institute of Technology, University of Wisconsin, and served in World War One.  Weaver was also an active member of the Rockefeller Foundation, Sloan-{}Kettering Institute for Cancer Research, Alfred P. Sloan Foundation, and Salk Institute for Biological Studies, serving in many leadership roles.  He was awarded UNESCO\textquotesingle{}s Kalinga Prize before his death in 1978 (Reingold, 2000).

Shannon and Weaver significantly contributed to the systematic approach to the study of communication.  Both theorists were engineers who sought to explain information exchange through cybernetic processes.  They were the first to effectively model information, as they sought to explain how to attain precise and efficient signal transmissions in the realm of telecommunications.  In their theory of information, Shannon and Weaver (1949) showed that the need to reduce uncertainty motivates individual’s communication behavior.  This concept was later extended by Berger and Calabrese (1975) in the development of URT. 

Information theory provided the connections from information to uncertainty and uncertainty to communication that facilitated the development of URT.  “Shannon \& Weaver’s (1949) approach stressed the conclusion that information is the number of messages needed to totally reduce uncertainty” (Heath \& Bryant, 2000, p. 145). Individuals have a desire to reduce uncertainty and they are able to fulfill this need by increasing information.  Individuals increase information through communication (Shannon \& Weaver, 1949).  These concepts are further explored in the examination of information-{}seeking strategies in URT.
\section{Uncertainty in the Modern Era}
\label{15}
\subsection{Charles R. Berger: Biography}
\label{16}	

Charles R. Berger received his B.S. from Pennsylvania State University and his M.A. and Ph.D. from Michigan State University.  After graduation, Berger worked at Illinois State University at Normal, Northwestern University, and the University of California at Davis, where he continues to work today as the chair of the Department of Communication.  Berger has been involved with the International Communication Association since the 1970s, is an active member of the National Communication Association, and belongs to such professional groups as the American Psychological Society, the Society for Experimental Social Psychology, the Society for Personality and Social Psychology, and the Iowa Network for Personal Relationships (“Charles R. Berger”, 2001).

Berger has published on a variety of topics in interpersonal communication including: uncertainty reduction, strategic interaction, information-{}seeking, attribution, interpersonal attraction, social cognition, and apprehension.  In the past thirty-{}five years, Berger has published approximately forty articles appearing in the {\itshape Communication Education, Communication Monographs, Communication Research, Communication Theory, Communication Quarterly, Communication Yearbook, Educational and Psychological Measurement, Human Communication Research, Journal of Communication, Journal of Consulting and Clinical Psychology Journal of Social Issues, Journal of Personality, Personal Relationship Issues, Speech Monographs, Western Journal of Communication,} and the {\itshape Western Journal of Speech Communication}.  Berger has coauthored five books and contributed to over thirty other texts.  In 1982, Berger received the Golden Anniversary Book Award, presented by the Speech Communication Association, for his text: {\itshape Language and Social Knowledge}. 
\subsection{Richard J. Calabrese: Biography}
\label{17}

Richard J. Calabrese received his B.A. from Loyola University, two M.A. degrees from Bradley University, and his Ph.D. from Northwestern University.  Calabrese has taught at Bradley University, the University of Illinois at Urban, and Bowling Green University.  Calabrese became a professor in communication at Dominican University in River Forest, Illinois, in 1967, where he continues to work today.  Currently, Calabrese is the director of the Master of Science in Organization Management Program at Dominican University and also a consultant for organizational communication (“Richard Joseph Calabrese”, 2001).

Calabrese is a member of the International Association of Business Communicators, the Speech Communication Association, and is involved with the National Communication Association.  Calabrese is the coauthor of {\itshape Communication and Education Skills for Dietetics Professionals}.
\subsection{A Theory of Uncertainty Reduction: “Some explorations in initial interaction and beyond: Toward a developmental theory of interpersonal communication” (1975).}
\label{18}

In 1971, Berger became an assistant professor of communication at Northwestern University.  During this time, Calabrese studied under Berger, receiving his Ph.D. in 1973.  In 1975, Berger and Calabrese published “Some explorations in initial interaction and beyond: Toward a developmental theory of interpersonal communication,” which serves as the foundation of URT.  This article inspired a wave of new research examining the role of uncertainty in communication.  Berger and Calabrese (1975) formed URT, also known as initial interaction theory, to explain the role of communication in reducing uncertainty in initial interactions and the development of interpersonal relationships. 

The theory was developed, like other interpersonal theories before it (Heider, 1958), with the goal of allowing the communicator the ability to predict and explain initial interactions.  Though Berger and Calabrese did not explore the realm of subsequent interaction, they did strongly recommend that future research should investigate the application of the framework of URT to developed relationships.  Especially in initial encounters, there exists a high degree of uncertainty given that a number of possible alternatives exist in the situation (Shannon \& Weaver, 1949).  But individuals can use communication to reduce this uncertainty.  Berger and Calabrese (1975) maintained that “communication behavior is one vehicle through which such predictions and explanations are themselves formulated” (p.101).  Individuals have the ability to decrease uncertainty by establishing predictable patterns of interaction.  Because of this, reducing uncertainty can help foster the development of relationships.

Berger and Calabrese (1975) found that uncertainty was related to seven other communication and relational-{}focused concepts: verbal output, nonverbal warmth, information seeking, self-{}disclosure, reciprocity, similarity, and liking.  From those concepts, the researchers introduced a collection of axioms, or propositions, supported by past uncertainty research.  Each axiom states a relationship between a communication concept and uncertainty.  From this basis of axioms, the theorists were able to use deductive logic to infer twenty-{}one theorems that comprise the theory of uncertainty reduction (West \& Turner, 2000).  The procedure used to develop the axioms and theorems was adopted from Blalock (1969).  A complete list of the axioms and theorems of URT is available in Appendix A. 

Central to URT is the supposition that in initial interactions, an individual’s primary concern is to decrease uncertainty and increase predictability regarding the behaviors of the self and the communicative partner.  This idea is based on Heider\textquotesingle{}s (1958) notion that individuals seek to make sense out of the events he perceives (Berger \& Calabrese, 1975).  Individuals must be able to engage in proactive and retroactive strategies to learn how to predict what will happen and also explain what has already happened.

Heath and Bryant (2000) stated: “Uncertainty-{}reduction theory is a powerful explanation for communication because it operates in all contexts to help explain why people communicate as they do” (p. 271).  The impact of Berger and Calabrese (1975) on the field of interpersonal communication was and continues to be prolific.  In the past thirty years, this article has generated a plethora of research, changing the way that relationships are explored and analyzed.
\subsection{Expansions on Uncertainty Reduction}
\label{19}

Although URT was primarily formed to explain behavior in initial interactions, its application has since been expanded to incorporate all levels of interpersonal relationships.  “Uncertainties are ongoing in relationships, and thus the process of uncertainty reduction is relevant in developed relationships as well as in initial interactions” (West \& Turner, 2000, p. 141).  The following section will examine uncertainty reduction research since its introduction in 1975.
\subsubsection{A. Charles Berger}
\label{20}

Since its conception, Berger has produced a plethora of research expanding URT to better fit the dynamic nature of interpersonal relations.  Berger (1979) established that three predeceasing conditions must exist for an individual to reduce uncertainty.  These motivations to reduce uncertainty include: a potential for costs or rewards, deviations from expected behavior, and the possibility of future interaction.

In 1982, Berger teamed up with James J. Bradac, formerly of University of California at Santa Barbara (1980-{}2004), to publish a book devoted to uncertainty reduction research.  Their text, titled {\itshape Language and Social Knowledge: Uncertainty in Interpersonal Relations}, was also edited by Howard Giles, originator of Communication Accommodation Theory and also faculty of UCSB.  In this text, the authors focused on the function of communication, and specifically language, as a proponent for reducing uncertainty.

Berger and Bradac (1982) proposed six axioms that built on URT’s original seven axioms to extend the relationship between uncertainty reduction and language.  Through the use of these axioms the authors specifically examined the role of language as an uncertainty reducing agent.   The authors further arranged uncertainty into two categories: cognitive uncertainty and behavioural uncertainty (Berger \& Bradac, 1982).  Cognitive uncertainty refers to uncertainty associated with beliefs and attitudes.  Behavioural uncertainty refers to uncertainty regarding the possible behaviors in a situation.  This categorization helped researchers identify the origins of uncertainty, which resulted in an increased ability to address the discomfort produced by uncertainty.

Berger and Bradac were cognitive that URT would be more useful if its influence was extended to include developed relationships as well as initial interaction.  Berger and Bradac (1982) alleviated this by stating that uncertainty reduction was critical to relational development, maintenance, and dissolution as well.  Berger again related his research to Heider (1958) by stating that individuals make casual attributions regarding communicative behavior.  As relationships further develop, individuals make retroactive and proactive attributions regarding a partner’s communication and behavior (Berger \& Bradac, 1982).  

Berger (1987) highlighted the role of costs and rewards in relationships by stating that “uncertainty reduction is a necessary condition for the definition of the currency of social exchange, and it is through communicative activity that uncertainty is reduced” (Berger, 1987, p. 57).  Berger (1987) also expanded URT by claiming that three types of information-{}seeking strategies are used to reduce uncertainty: passive, active, or interactive strategies.  This is related to the concepts of information theory (Shannon \& Weaver, 1949), emphasizing that increased information results in decreased uncertainty.
\subsubsection{B. Developments from Other Researchers}
\label{21}

The latter improvements made by Berger expanded the scope and value of URT.  Other researchers also made contributions to further developments of URT.  Since its introduction in 1975, URT has been expanded from a theory of relational development to one also important in established relationships. The following sections examine the contributions made by current interpersonal researchers to URT.
{\bfseries
\begin{mydescription} William Douglas
\end{mydescription}
}

\begin{myquote}
\item{}  William Douglas was a student at Northwestern University while Berger was on faculty.  The two scholars collaborated in their study of uncertainty in 1982, and Douglas continued in the same vein of research after graduation.  Douglas’ research has appeared in major communication journals including: {\itshape Communication Monographs, Communication Research, Human Communication Research, Journal of Broadcasting and Electronic Media}, and the {\itshape Journal of Personal and Social Relationships}.  Douglas’ research in uncertainty accounts for individual differences when examining initial interactions.  Much of his research expanded previous work in initial interaction, examined global uncertainty, self-{}monitoring, and the relationship of verbal communication to uncertainty reduction.	
\item{}  Douglas (1987) examined one of the motivations to reduce uncertainty originally posited in Berger (1979): the anticipation of future interaction.  In this study, question-{}asking in situations of varying levels of anticipated future interaction was analyzed.  Douglas found that high levels of mutual question-{}asking occurred when the level of anticipated future interaction was moderate. This finding suggested that individuals seem to avoid negative consequences (Douglas, 1987).  Douglas (1990) expanded this verbal communication to uncertainty relationship by discovering that question-{}asking resulted in uncertainty reduction which in turn resulted in increased levels of disclosure.		
\item{}  Douglas (1991) defines global uncertainty as “uncertainty about acquaintanceship in general” (p. 356).  In this article, Douglas found that individuals with high global uncertainty are less likely to engage in question-{}asking, self-{}disclosure, and are evaluated as less competent communicators than individuals with low global uncertainty.  Findings also suggested that high global uncertainty positively correlates to communication apprehension.  This has a negative effect on relational development and can result in low levels of relational satisfaction.		
\end{myquote}

{\bfseries
\begin{mydescription} Uncertainty-{}Increasing Events 
\end{mydescription}
}
\begin{myquote}\item{} Sally Planalp and James Honeycutt (1985) also made substantial contributions to uncertainty reduction research.  Planalp and Honeycutt recognized that communication does not always function as an uncertainty reducing agent, but can also serve to increase uncertainty when information conflicts with past knowledge.  The authors researched what specific events lead to increased uncertainty in interpersonal relationships and their effects on both the individual and the relationship.  The results found that uncertainty-{}increasing events were very likely to result in relational dissolution or decreased closeness of the relational partners.  This research was very beneficial because it led to better explanations regarding the role of communication in uncertainty reduction. 
\end{myquote}

{\bfseries
\begin{mydescription} Romantic Relationships 
\end{mydescription}
}
\begin{myquote}\item{} Malcolm Parks and Mara Adelman (1983) sought to expand the breadth of URT to apply to romantic relationships.  Data was collected from individuals in premarital romantic relationships through questionnaires and telephone interviews.  Individuals who communicated more often with their romantic partner and their partner’s network (family and friends) perceived greater similarity to their partner.  They also received greater support from their own network (family and friends), and experienced a lower degree of uncertainty (Parks \& Adelman, 1983).  These findings support URT’s axioms that greater verbal communication and similarity serve to decrease uncertainty (Berger \& Calabrese, 1975), and also extends the scope of URT to romantic relationships.
\end{myquote}

{\bfseries
\begin{mydescription} Relational Maintenance 
\end{mydescription}
}
\begin{myquote}\item{} In recent years, studies have begun to link uncertainty reduction to relational maintenance processes.  Dainton and Aylor (2001) connected relational uncertainty positively to jealousy and negatively to relational maintenance behaviors.  These results suggested that individuals are less likely to engage in relational maintenance when high uncertainty exists in the relationship. 
\end{myquote}

{\bfseries
\begin{mydescription} Cultural Studies 
\end{mydescription}
}
\begin{myquote}\item{} Research conducted by William Gudykunst and Tsukasa Nishida (1984) expanded URT’s scope to intercultural contexts.  Specifically the researchers examined the effects of attitude similarity, cultural similarity, culture, and self-{}monitoring on attraction, intent to interrogate, intent to self-{}disclose, attributional confidence, and intent to display nonverbal affiliative behaviors (Gudykunst \& Nishida, 1984).   Research conducted on individuals of the Japanese and American cultures found a positive correlation between each of the variables indicating that uncertainty varies across cultures.
\end{myquote}

\subsubsection{C. Criticisms of URT}
\label{22}

Berger (1987) recognized that URT “contains some propositions of dubious validity” (p. 40).  Like many other successful theoretical approaches, Berger and Calabrese’s (1975) theory of uncertainty reduction has inspired subsequent research that served both as supporting evidence and in an oppositional role to the theory.  These criticisms help to clarify the underlying principles of the theory and suggest ways for improvement for future research.

Michael Sunnafrank (1986) argued that a motivation to reduce uncertainty is not a primary concern in initial interactions.  His belief was that a “maximization of relational outcomes” (p. 9) was of more significant concern in initial encounters.  Sunnafrank argued that the predicted outcome value (POV) of the interaction had a greater effect on uncertainty.  Berger (1986) combated Sunnafrank’s arguments by acknowledging that outcomes cannot be predicted if there is no previous history of interaction regarding the behavior of the individuals.  Berger claims that Sunnafrank’s arguments simply expanded URT: that by predicting outcomes (using POV) individuals are actually reducing their uncertainty (Berger, 1986). 

Kathy Kellermann and Rodney Reynolds (1990) also tested the validity of URT.  Their primary concern was axiom three, which related high uncertainty to high information seeking (see appendix A).  Their study of over a thousand students found that a want for knowledge was a greater indicator than a lack of knowledge for promotion of information-{}seeking (Kellermann \& Reynolds, 1990).  These researchers emphasized that high uncertainty does not create enough motivation to result in information-{}seeking; rather a want for information must also exist.  

Canary and Dainton (2003) explored uncertainty reduction in terms of relational maintenance across cultural contexts and found that the applicability of URT may not hold to multiple cultures.  Canary and Dainton (2003) focused on the concept of uncertainty avoidance in cultures stating: “individuals from cultures with a high tolerance for uncertainty are unlikely to find the experience of uncertainty as a primary motivator for performing relational maintenance” (p. 314).  This leads to a general questioning of validity of URT other cultures.
\section{Legacy and Influence}
\label{23}

Research has found that communication plays a critical role in initial interactions and relational development.  Berger and Calabrese (1975) were the first to investigate the role of communication in initial interactions with the development of a theory of uncertainty reduction.  Its widespread influence led to its adoption in other relational and communicative contexts such as small group, mass communication, and computer-{}mediated communication. 

The influence of URT is well noted by others in the field: “Postulates by Berger and Calabrese prompted more than two decades of research to prove, clarify, and critique uncertainty reduction’s explanation of how people communicate interpersonally” (Heath \& Bryant, 2000, p. 275).  Berger and Calabrese (1975) generated additional studies on uncertainty reduction accomplished by such scholars as Hewes, Planalp, Parks, Adelman, Gudykunst, Yang, Nishida, Douglas, Kellerman, Hammer, Rutherford, Honeycutt, Sunnafrank, Capella, Werner, and Baxter.  URT has withstood the test of time, proving itself as a heuristic theory with utility that increases with subsequent research.
\section{Appendix A: Axioms and Theorems of Uncertainty Reduction Theory}
\label{24}
\subsection{Axioms of Uncertainty Reduction Theory}
\label{25}

\begin{myenumerate}
\item{}  Given the high level of uncertainty present at the onset of the entry phase, as the amount of verbal communication between strangers increases, the level of uncertainty for each interactant in the relationship will decrease. As uncertainty is further reduced, the amount of verbal communication will increase.
\item{}  As nonverbal affiliative expressiveness increases, uncertainty levels will decrease in an initial interaction situation. In addition, decreases in uncertainty level will cause increases in nonverbal affiliative expressiveness. 
\item{}  High levels of uncertainty cause increases in information seeking behavior. As uncertainty levels decline, information seeking behavior decreases. 
\item{}  High levels of uncertainty in a relationship cause decreases in the intimacy level of communication content. Low levels of uncertainty produce high levels of intimacy. 
\item{}  High levels of uncertainty produce high rates of reciprocity. Low levels of uncertainty produce low reciprocity rates. 
\item{}  Similarities between persons reduce uncertainty, while dissimilarities produce increases in uncertainty.
\item{}  Increases in uncertainty level produce decreases in liking; decreases in uncertainty level produce increases in liking.
\end{myenumerate}

\subsection{Theorems of Uncertainty Reduction Theory}
\label{26}

\begin{myenumerate}
\item{}  Amount of verbal communication and nonverbal affiliative expressiveness are positively related.
\item{}  Amount of communication and intimacy level of communication are positively related.
\item{}  Amount of communication and information seeking behavior are inversely related.
\item{}  Amount of communication and reciprocity rate are inversely related.
\item{}  Amount of communication and liking are positively related.
\item{}  Amount of communication and similarity are positively related.
\item{}  Nonverbal affiliative expressiveness and intimacy level of communication content are positively related. 
\item{}  Nonverbal affiliative expressiveness and information seeking are inversely related. 
\item{}  Nonverbal affiliative expressiveness and reciprocity rate are inversely related.
\item{}  Nonverbal affiliative expressiveness and liking are positively related.
\item{}  Nonverbal affiliative expressiveness and similarity are positively related.
\item{}  Intimacy level of communication content and information seeking are inversely related. 
\item{}  Intimacy level of communication content and reciprocity rate are inversely related.
\item{}  Intimacy level of communication content and liking are positively related.
\item{}  Intimacy level of communication content and similarity are positively related. 
\item{}  Information seeking and reciprocity rate are positively related. 
\item{}  Information seeking and liking are negatively related. 
\item{}  Information seeking and similarity are negatively related.
\item{}  Reciprocity rate and liking are negatively related. 
\item{}  Reciprocity rate and similarity are negatively related. 
\item{}  Similarity and liking are positively related.
\end{myenumerate}
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\label{29}
Around the time of World War One and Two, Communication research largely focused on the influence of \myhref{http://en.wikipedia.org/wiki/Propaganda}{propaganda}. One question that researchers sought to answer was: how can communication be utilized to create behavioral changes?  Governments felt that if they were to function efficiently, they could only do so with the coordinated cooperation of their citizens. Through the use of propaganda, governments could ensure that a nation functioned to meet its goals, but could also lead to crushing individuals\textquotesingle{} ability to shape their own lives and their own consciousness. Research into this area greatly expanded mass communication research in the twentieth century.

This chapter approaches the question of propaganda, from the perspective of someone that many have called one of the \symbol{34}fathers of communication,\symbol{34} \myhref{http://en.wikipedia.org/wiki/Walter\%20Lippmann}{Walter Lippmann}.
\section{Early Experiences of Walter Lippmann (1889-{}1974)}
\label{30}

Walter Lippmann was born in 1889 and spent much of his youth exploring arts such as painting and music, travelling to Europe, and acquiring a particular interest in reading, all due to his family’s secure economic status (Weingast, 1949).  By the time he entered Harvard in the fall of 1906, Lippmann had been exposed to a wide array of ideas and had been well prepared for the challenging work that lay ahead of him at school.  It was at Harvard that the first influences on Lippmann’s work and theoretical approach first appeared.

Lippmann was influenced by the social thinkers of the time such as George Santayana, William James, and Graham Wallas. It is impossible to understand Lippmann\textquotesingle{}s own thought without some grounding in the perspectives popular at Harvard and elsewhere. He was influenced by the move toward an \myhref{http://en.wikipedia.org/wiki/Pragmatism}{American pragmatic approach}, as well as socialist thinkers of the time.
\section{Predecessors of Walter Lippmann}
\label{31}
\subsection{William James (1842-{}1910)}
\label{32}

Many consider William James to be one of the most prominent influences on Lippmann while at Harvard (Weingast, 1949; Steel, 1999).  The two scholars first met when Lippmann published an article in the {\itshape Illustrated}, a Harvard campus magazine. Lippmann\textquotesingle{}s article, written as a response to a book of Barrett Wendell\textquotesingle{}s, was a commentary on social justice and the plight of the common man. James was intrigued by Lippmann\textquotesingle{}s article and surprised Lippmann by approaching him.  The two became friends, and Lippmann\textquotesingle{}s regular conversations with James profoundly influenced his future work.

William James is perhaps best known for his theories
of pragmatism.  James (1907) defines the pragmatic
method as, \symbol{34}The attitude of looking away from first
things, principles, \textquotesingle{}categories,\textquotesingle{} supposed
necessities; and of looking toward last things,
fruits, consequences, fact\symbol{34} (p. 29).  He showed how
pragmatism is related to truth, and truth is that
which can be verified.  \symbol{34}True ideas are those that we
can assimilate, validate, corroborate, and verify\symbol{34}
(James, 1907, p. 88).  In this way, James (1907)
suggested that the understanding of the world
is based on enduring, significant perceptions of
the effects of the objects that surround individuals.  Although
Lippmann strayed from the practice of pragmatism in
his own work, there were ideas that he took from
James\textquotesingle{} theories and applied to his own life.  Steel
(1999) claims that one of these ideas was that of
meliorism, or the idea that \symbol{34}things could be
improved, but never perfected\symbol{34} (p. 18).  Another is practicality, or
the idea that \symbol{34}men had to make decisions without
worrying about whether they were perfect\symbol{34} (Steel, 1999, p. 18).

The themes of meliorism and practicality are indeed
evident in Lippmann’s thought and writing.
Throughout many years of writing, Lippmann\textquotesingle{}s
opinions on the issues of the public and their
relationship to government tended to waver.  For
example, according to Weingast (1949), Lippmann
initially supported the idea that government
intervention in the economy was necessary,
specifically through the provision of public projects
to support employment during times of economic
hardship.  However, when Franklin D. Roosevelt presented
his \myhref{http://en.wikipedia.org/wiki/New\%20Deal}{New Deal}, which included more government
intervention in the public arena, Lippmann did not support the program (Weingast, 1949).
Lippmann (1936) wavered in his views
on socialism as well.

It is doubtful that his constant changes of opinion
were purposeful; rather they served as
evidence of James\textquotesingle{} influence on Lippmann\textquotesingle{}s work.  By
accepting the ideas of meliorism and practicality, it
could potentially mean that one is always striving to
find the next best solution; that when one theory
fails, another can be developed to take its place.  By questioning himself and his beliefs,
Lippmann was advancing his own theories and
finding new ways of understanding his surroundings.
\subsection{George Santayana (1863-{}1952)}
\label{33}

Santayana was a philosopher at Harvard who also
influenced the work of Lippmann.  Santayana’s theories
revolved around the idea of the essence of objects,
which Munson (1962) defined as the \symbol{34}datum of
intuition\symbol{34} (p. 8).  Santayana was interested in uncovering the various essences that
made up human life: those values which could be
uncovered and then tied to human experience (Steel,
1999).  This outlook is a sharp contrast to the theories of
James, which Lippmann had already been exposed to.
Steel (1999) explained that while James focused on the
idea of \myhref{http://en.wikipedia.org/wiki/Moral\%20relativism}{moral relativism}, or the ability to create
truth from observation, Santayana was focusing on the
\symbol{34}search for absolute moral values that could be
reconciled with human experience\symbol{34} (p. 21).

Santayana’s influence on Lippmann is evident in his
later work.  Tied to Santayana’s ideas of the
\symbol{34}essence\symbol{34} of humanity and life, were his ideas that
democracy could result in a tyranny of the majority
(Steel, 1999, p. 21).  This idea is easily related to
Lippmann\textquotesingle{}s later writings in {\itshape Phantom Public} (1925).
{\itshape Phantom Public} examines the American public within a
democratic system.  Lippmann (1925) expresses his
ideas that the majority of the American public is
uneducated in public issues, easily manipulated
into siding with the majority, and therefore, plays a very limited role in the democratic process.
In relation to democracy, Lippmann states, \symbol{34}Thus the
voter identified himself with the officials.  He tried
to think that their thoughts were his thoughts, that
their deeds were his deeds, and even in some
mysterious way they were a part of him….It prevented
democracy from arriving at a clear idea of its own
limits and attainable ends\symbol{34} (p. 148).  Lippmann (1925)
shows that within a democratic system the
majority is actually suppressed by the minority
opinion.  It is this overwhelming suppression of the
public opinion within a democratic system that seems
to represent Santayana’s influence on Lippmann.  If
Santanyana argued that democracy would result in a
tyranny of the majority,
Lippmann (1925) supported this idea by showing that
public opinion caused little influence on a democratic
system that was actually controlled by the educated
elite.
\subsection{Graham Wallas (1858-{}1952)}
\label{34}

Graham Wallas, a founder of the \myhref{http://en.wikipedia.org/wiki/Fabian\%20Society}{Fabian Society}, was
another predecessor to Lippmann’s work (Steel, 1999).
Wallas is perhaps best known for his work {\itshape Human Nature in Politics} (1981). The political views
expressed in this book helped to
shape Lippmann’s later thoughts about the relationship
between the public and its environment.

Wallas (1981) expresses
his thoughts on the public’s understanding of their
surroundings.  He states that the universe
presents the public with, \symbol{34}an unending stream of
sensations and memories, every one of which is
different from every other, and before which, unless
we can select and recognize and simplify, we must
stand helpless and unable to either act or think.  Man
has therefore to create entities that shall be the
material of his reasoning\symbol{34} (p. 134).  In this way,
Wallas was showing that the public is incapable of
understanding their environment; the stimuli that they
are presented with are too numerous to gain a
well-{}versed understanding.  Steel (1999) claims that
this idea was one of Wallas’ greatest influences on
the future work of Lippmann, particularly in Public
Opinion (1922).  In this work, Lippmann (1922)
expanded upon Wallas’ original ideas about the
relationship between the public and their environment,
and was able to show that the public was not able to
take in all of the knowledge from their environment
that would truly be needed to affect their governance.

Aside from inspiring Lippmann to examine the
relationship between the public and the environment,
Wallas can also be credited with influencing Lippmann
to break his ties with the Socialist school of thought
(Steel, 1999).  Until his interactions with Wallas,
Lippmann had held strong socialist beliefs, based not
only upon his experiences at school, but also upon the
writings of Karl Marx.
\subsection{Karl Marx (1818-{}1883)}
\label{35}

Karl Marx was particularly concerned with explaining
the class struggles that existed in society (Rogers,
1994).  His most well-{}known works were {\itshape Das Kapital}
(Capital) and {\itshape The Communist Manifesto}.  Through these
works, Marx explained his theories about the struggle
of the working class, their alienation from their
work, and their need to rebel against the elite in
order to take ownership for their actions and gain
power (Rogers, 1994).  \myhref{http://en.wikipedia.org/wiki/Marxism}{Marxism} explained the way that
economic forces create changes in society, and the
need for the creation of a communist system to restore
equality to that system (Rogers, 1994).

While at Harvard, Lippmann read Marx’s
ideas on communism, and chose to support the ideology
of \myhref{http://en.wikipedia.org/wiki/Socialism}{socialism} (Steel, 1999). Lippmann also joined the Fabians
while at school. They were a group which urged for the
empowering of the middle-{}classes, rather than the
over-{}throwing of the elite, in order to create social
equality (Steel, 1999).  Unlike Marxists, however, the
Fabians still believed in the presence of an
intellectual elite (Steel, 1970).  This theme is
present in Lippmann’s {\itshape Phantom Public} (1925).  In this
piece of literature, Lippmann (1925) explains that
society is truly dominated by an intellectual elite,
even when they might think that they are following a
system of majority rule.  \symbol{34}…it is hard to say whether
a man is acting executively on his opinions or merely
acting to influence the opinion of someone else, who
is acting executively\symbol{34} ( Lippmann, 1925, p. 110).

Marx also claimed that mass media is used as a tool by
the elite social classes to control society (Rogers,
1994).  This theme is evident in Lippmann’s {\itshape Public Opinion} (1922), which explained that it was the mass
media who determined what information the public could
access, and how the limitation of such access could in
turn, shape public opinion.

The remnants of Marxism are present in
Lippmann’s later works, such as {\itshape Public Opinion} and
{\itshape Phantom Public}. By 1914, Lippmann was no longer a
supporter of the implementation of socialism on a
large scale (Steel, 1999).  With his publication of
{\itshape Drift and Mastery} (1914), Lippmann denounced the use
of socialism (Steel, 1999).  Furthermore, his
publication of {\itshape Good Society} (1936) was essentially a
criticism of the very theories of socialism that he
had once supported.  By this point, Lippmann (1936)
recognized the error in the socialist theories; the
fact that even by putting an end to private ownership
and developing collective property, people still
may not know how to properly distribute resources
without exploitation.  Lippman (1936) claims \symbol{34}This is
the crucial point in the socialist argument: the whole
hope that exploitation, acquisitiveness, social
antagonism, will disappear rests upon confidence in
the miraculous effect of the transfer of titles\symbol{34} (p.
72).  Lippmann’s wavering views on socialism are
important. They clearly affect how Lippmann sees
the relation between man, his environment, and his
government.  These themes will be prevalent in
Lippmann’s theories, as he explains how and why the
public is subject to manipulation.
\subsection{Sigmund Freud (1856-{}1939)}
\label{36}

Aside from his reading of Karl Marx, Lippmann was also
influenced by the readings of other academics.  Of
particular importance to the work of the
propaganda/mass communication theorists in general was
the work of Sigmund Freud.  Freud’s influence can be
seen not only in the work of Lippmann, but also in the
work of Lippmann’s contemporaries.

Sigmund Freud was initially trained as a medical
doctor and later founded \myhref{http://en.wikipedia.org/wiki/Psychoanalytic\%20theory}{psychoanalytic theory}
(Rogers, 1994).  Of particular importance to
psychoanalytic theory was the understanding of an
individual’s mind.  According to Rogers (1994), Freud
was able to divide the human consciousness into three
states; the conscious, preconscious, and unconscious.
The conscious consists of those things which we know
about ourselves, the preconscious consists of those
things which we could pay conscious attention to if we
so desired, and the unconscious consists of those
things which we do not understand or know about
ourselves (Rogers, 1994).  From these three levels of
individual analysis, Freud attempted to understand
human behavior.  Both Freud’s general theories of
psychoanalysis, as well as one of Freud’s writings in
particular, {\itshape The Interpretation of Dreams}, came to be
of particular importance to the propaganda theorists.

{\itshape The Interpretation of Dreams} dealt with the idea that
dreams are a form of wish fulfillment; they represent
a desire of the unconscious that can be achieved
during sleep through the creation of a dream to
fulfill a need (Levin, 1929).  Lippmann applied this
idea to his work in {\itshape Public Opinion} (1922).  In {\itshape Public Opinion}, Lippmann (1922) stressed the idea of “The
World Outside and the Pictures in Our Heads” (p. 3).
This concept involves the idea that a person’s
perceptions of an event or situation may not match
what is actually happening in their environment
(Lippman, 1922). This idea was influenced by {\itshape The Interpretation of Dreams}, in that Lippmann used this
book to develop his idea of a “pseudo-{}environment”
that existed in the minds of individuals (Rogers,
1994, p. 234).

Bernays\textquotesingle{} (1928) understanding of human motives was
also based on the study of Freud’s work.  Bernays was Freud\textquotesingle{}s nephew, and at various times in his life the American travelled to Vienna to visit with his uncle.  Bernays had a special interest in adopting psychoanalytic theory into his public relations work, and this influenced his thinking in relation to public opinion.  In
{\itshape Propaganda}, Bernays (1928) claims it is the
Freudian school of thought that recognized \symbol{34}man\textquotesingle{}s thoughts and actions are compensatory
substitutes for desires which he has been obliged to
suppress\symbol{34} (p. 52).  Bernays (1928) goes on to show
that propagandists cannot merely accept the reasons
that men give for their behavior.  If they are truly
hiding their real motives, as Freud suggests, then
\symbol{34}the successful propagandist must understand the true
motives and not be content to accept the reasons which
men give for what they do\symbol{34} (Bernays, 1928, p. 52).  By
getting to the root of a man’s wants and needs,
Bernays suggests that propaganda can become more
effective and influential.

Overall, Freud’s theories were a strong guiding
framework for understanding individuals.  By helping
theorists such as Lasswell, Lippmann, Bernays, and
Ellul to understand individuals, Freud was also
helping them to understand the public that they aimed
to manipulate.
\section{The Theories of Walter Lippmann}
\label{37}

While at Harvard, Lippmann had first-{}hand exposure to the theories of William James,
George Santayana, and Graham Wallas.  He had also read the works of Sigmund Freud and Karl Marx. 
While some applications of Lippmann’s predecessors’
ideas to his research have already been discussed, it
is important to examine the overall theories of Walter
Lippmann.

Following his time at Harvard, Lippmann decided to
pursue a career in journalism.  He had focused on the
study of Philosophy at Harvard. By 1910 he had
dropped out of their graduate program and was ready to
pursue a career (Steel, 1999).  Lippmann started his
career by working for Lincoln Steffens, writing
primarily about socialism and issues on Wall Street
(Rogers, 1994).  Following his time with Steffens,
Lippmann began work on an elite intellectual magazine
known as the {\itshape New Republic} (Rogers, 1994).  Lippmann
worked on {\itshape New Republic} for nine years, and as his time
there came to an end, he began to publish his
most prominent pieces of literature (Rogers, 1994).
\section{Public Opinion}
\label{38}

{\itshape Public Opinion} (1922) is perhaps Lippmann’s most
well-{}known work.  It was in this piece
that Lippmann first began to develop and explain his
theories on the formation of public opinion.  Lippmann
(1922) begins this book by describing a situation in
1914, where a number of Germans, Frenchmen, and
Englishmen were trapped on an island.  They have no
access to media of any kind, except for once every
sixty days when the mail comes, alerting them to
situations in the real world.  Lippmann explains that
these people lived in peace on the island, treating
each other as friends, when in actuality the war had
broken out and they were enemies (Lippmann, 1922).

The purpose of the above anecdote is to develop the
idea of \symbol{34}The World Outside and the Pictures in Our
Heads\symbol{34} (Lippmann, 1922, p. 3).  Throughout {\itshape Public Opinion}, Lippmann (1922) explains the way that our
individual opinions can differ from those that are
expressed in the outside world.  He develops the idea
of propaganda, claiming that \symbol{34}In order to conduct
propaganda, there must be some barrier between the
public and the event\symbol{34} (Lippmann, 1922, p. 28).  With
this separation, there is the ability of the media to
manipulate events or present limited information to
the public.  This information may not match the
public’s perception of the event.  In this way,
Lippmann was essentially presenting some of the first
views on the mass communication concepts of
gatekeeping and agenda-{}setting, by showing the media’s
power to limit public access to information.

Lippmann (1922) showed how individuals use tools such
as stereotypes to form their opinions.  “In putting
together our public opinions, not only do we have to
picture more space than we can see with our eyes, and
more time than we can feel, but we have to describe
and judge more people, more actions, more things than
we can ever count, or vividly imagine…We have to pick
our samples, and treat them as typical” (Lippmann,
1922, p. 95).  Lippmann shows that the public is left
with these stereotypical judgments until the media
presents limited information to change their
perception of an event.    Rogers (1994) claims that
in this way, Lippmann was showing us that \symbol{34}...the
pseudo-{}environment that is conveyed to us by the media
is the result of a high degree of gatekeeping in the
news process\symbol{34} (p. 237).  Lippmann recognized that the
media was altering the flow of information, by
limiting the media content that was presented to the
public.  Furthermore, Lippmann presents the idea of
agenda-{}setting, as he recognizes that the mass media
is the link between individual perceptions of a world,
and the world that actually exists (Rogers, 1994).
\section{Phantom Public}
\label{39} 

{\itshape Phantom Public}
(1925) focused on describing the characteristics of
the public itself.  Lippmann (1925) used
this book to show the public’s inability to have vast
knowledge about their environment, and therefore, to
show their failure to truly support a position.
Lippmann (1925) gives a harsh view of the general
public, stating, \symbol{34}The individual man does not have
opinions on public affairs... I cannot imagine how he
could know, and there is not the least reason for
thinking, as mystical democrats have thought, that the
compounding of individual ignorances in masses of
people can produce a continuous directing force in
public affairs\symbol{34} (p. 39).  This book seemed to show
that democracy was not truly run by the public, but
rather, was being controlled by an educated elite.
The public could not be truly well informed, so they
were easily convinced to side with an educated
minority, while convincing themselves that they were
actually in a system of majority rule.  Lippmann
(1925) claims that the book aimed to \symbol{34}...bring the
theory of democracy into somewhat truer alignment with
the nature of public opinion... It has seemed to me that
the public had a function and must have methods of its
own in controversies, qualitatively different from
those of the executive men\symbol{34} (p. 197).
\section{Other Writings}
\label{40}

Lippmann also published a number of other books that
dealt primarily with his political thoughts regarding
the public.  These included {\itshape A Preface to Politics}
(1913) and {\itshape Good Society} (1936).  While these works are
important toward understanding Lippmann’s thoughts on
the relation of the public to their government, {\itshape Public Opinion} and {\itshape Phantom Public} held most of Lippmann’s
theories that were relevant to mass communication
research.
\section{Future Career Path}
\label{41}

Aside from his major works of literature, Lippmann was
perhaps best known for his \symbol{34}Today and Tomorrow\symbol{34}
column, which he began publishing in 1931 in the {\itshape New York Herald Tribune} (Weingast, 1949).  This column
gave Lippmann complete freedom of expression, and the
ability to write about such topics as history,
government, economics, and philosophy (Weingast,
1949).  Although the column tended to appeal to a
limited American audience, it dealt with a wide
variety of important issues.  Weingast (1949)
estimates that only 40\% of American adults could
understand Lippmann’s column, and only 24\% could be
considered regular readers of the column (p. 30).
However, it is this column that still must be
recognized for helping Lippmann’s ideas to gain
popularity.

Lippmann’s various works led him to a great many
opportunities to work with important figures in
history.  In 1918, he was given the ability to assist
President Woodrow Wilson in writing the Fourteen
Points, which helped to restore peace after
World War One (Rogers, 1994).  Of more importance to
communication studies, Lippmann was also given the
opportunity to publish and present propaganda in
Europe to support the acceptance of the Fourteen
Points on an international scale (Steel, 1999).  It is
through this work that some of Lippmann’s ties to
Harold Lasswell can be observed.
\section{Other Propaganda Theorists}
\label{42} 
\subsection{Harold Lasswell (1902-{}1978)}
\label{43}

As Lippmann was writing propaganda, Harold Lasswell
was undertaking empirical analyses of propaganda.  In
fact, much of the propaganda that Lasswell was
examining was actually being written by Lippmann
himself (Rogers, 1994).

Harold Lasswell (1902-{}1978) was a prominent scholar in
the area of propaganda research.  He focused on
conducting both quantitative and qualitative analyses
of propaganda, understanding the content of
propaganda, and discovering the effect of propaganda
on the mass audience (Rogers, 1994).  Lasswell is
credited with creating the mass communication
procedure of content analysis (Rogers, 1994).
Generally, content analysis can be defined as, \symbol{34}...the
investigation of communication messages by
categorizing message content into classifications in
order to measure certain variables\symbol{34} (Rogers, 1994).
In an essay entitled \symbol{34}Contents of Communication,\symbol{34}
Lasswell (1946) explains that a content analysis
should take into account the frequency with which
certain symbols appear in a message, the direction in
which the symbols try to persuade the audience’s
opinion, and the intensity of the symbols used.  By
understanding the content of the message, Lasswell
(1946) aims to achieve the goal of understanding the
\symbol{34}stream of influence that runs from control to
content and from content to audience\symbol{34} (p. 74).

This method of content analysis is tied strongly to
Lasswell\textquotesingle{}s (1953) early definition of communication
which stated, \symbol{34}Who says what in which channel to whom
and with what effects\symbol{34} (p. 84).  Content analysis was
essentially the \textquotesingle{}says what\textquotesingle{} part of this definition,
and Lasswell went on to do a lot of work within this
area during the remainder of his career.

Lasswell\textquotesingle{}s most well-{}known content analyses were an
examination of the propaganda content during World War
One and Two.  In {\itshape Propaganda Technique in the World War},
Lasswell (1938) examined propaganda techniques through
a content analysis, and came to some striking
conclusions.  Lasswell (1938) was similar to Ellul, in
that he showed that the content of war propaganda had
to be pervasive in all aspects of the citizen’s life
in order to be effective.  Furthermore, Lasswell
(1938) showed that as more people were reached by this
propaganda, the war effort would become more
effective.  \symbol{34}...{$\text{[}$}T{$\text{]}$}he active propagandist is certain to
have willing help from everybody, with an axe to grind
in transforming the War into a march toward whatever
sort of promised land happens to appeal to the group
concerned.  The more of these sub-{}groups he can fire
for the War, the more powerful will be the united
devotion of the people to the cause of the country,
and to the humiliation of the enemy\symbol{34} (Lasswell, 1938,
p. 76).

Aside from understanding the content of propaganda,
Lasswell was also interested in how propaganda could
shape public opinion.  This dealt primarily with
understanding the effects of the media.  Lasswell was
particularly interested in examining the effects of
the media in creating public opinion within a
democratic system.  In {\itshape Democracy Through Public Opinion}, Lasswell (1941) examines the effects of
propaganda on public opinion, and the effects of
public opinion on democracy.  Lasswell (1941) claims,
“Democratic government acts upon public opinion and
public opinion acts openly upon government” (p. 15).
Affecting this relationship is the existence of
propaganda.  Due to this propaganda, “General
suspiciousness is directed against all sources of
information.  Citizens may convince themselves that it
is hopeless to get the truth about public affairs”
(Lasswell, 1941, p. 40).  In this way, Lasswell has
created a cycle, whereby the public is limited in the
information that is presented to them, and also
apprehensive to accept it.  However, it is still that
information that is affecting their decisions within
the democratic system, and is being presented to them
by the government.  This is an interesting way of
viewing the power of the media that is somewhat
similar to Lippmann’s theories.
\subsection{Edward Bernays (1891-{}1995)}
\label{44}

At approximately the same time that Lippmann and
Lasswell were examining public opinion and propaganda,
Edward Bernays (1891-{}1995) was examining public
relations, propaganda, and public opinion.  Bernays
(1928) defines propaganda as, \symbol{34}a consistent, enduring
effort to create or shape events to influence the
relations of a public to an enterprise, idea, or
group\symbol{34} (p. 25).  Contrary to other propaganda
theorists, Bernays recognizes that propaganda can be
either beneficial or harmful to the public.  It can
help individuals decide what to think about or alter
the opinions of individuals, but this may actually be
beneficial to society’s functioning as a whole.
Bernays states, “We are governed, our minds are
molded, our tastes formed, our ideas suggested,
largely by men we have never heard of... Vast numbers of
human beings must cooperate in this manner if they are
to live together as a smoothly functioning society\symbol{34}
(p. 9).

Based on these ideas that the public opinion can be
modified, and that such shaping is a necessary part of
society, Bernays pursued his work in the field of
public relations.  \symbol{34}Public relations is the attempt,
by information, persuasion, and adjustment, to
engineer public support for an activity, cause,
movement, or institution\symbol{34} (Bernays, 1955, p. 3).  In
The Engineering of Consent, Bernays (1955) lays out
the framework for understanding the public and
developing a public relations campaign. Bernays (1955)
claims that the key to a successful public relations
campaign is adjustment of the campaign to the
attitudes of various groups in society, gathering
information to effectively express an idea, and
finally, utilizing persuasion to influence the public
opinion in the intended direction.

Bernays’ theories represent a step forward for mass
communication theory.  They move away from more
typical presentations of “hit-{}or-{}miss propaganda,” and
move toward a deeper understanding of the public, and
the necessity of attention-{}generating propaganda in
influencing public opinion (Bernays, 1955, p.22).
Bernays (1955) himself made a statement regarding his
phrase, “the engineering of consent.”  He said,
“Engineering implies planning.  And it is careful
planning more than anything else that distinguishes
modern public relations from old-{}time hit or miss
publicity and propaganda” (Bernays, 1955, p.22).
Furthermore, Bernays’ theories also represent a
different view of the formation of public opinion.  In
opposition to Lippmann, who views the public as being
easily manipulated, Bernays cautions against this.  He
claims, “The public is not an amorphous mass which can
be molded at will or dictated to” (Bernays, 1928, p.
66).  Instead, Bernays (1928) offers the idea that in
attempting to influence the public, a business must
“…study what terms the partnership can be made
amicable and mutually beneficial.  It must explain
itself, its aims, its objectives, to the public in
terms which the public can understand and is willing
to accept” (p. 66).

Bernays elaborates on these ideas in Public Relations
(1952).  Rather than merely attempting to manipulate
the public through propaganda, Bernays presents public
relations as a tool that can be used to combine the
ideas of the public and the persuader.  “The
objective-{}minded public relations man helps his client
adjust to the contemporary situation, or helps the
public adjust to it” (Bernays, 1952, p. 9).  Bernays
view of the public is softer than that of Lippmann, as
he recognizes the power of society, but still also
claims that manipulation of the public is possible.
Bernays (1952) writes of the benefits of public
relations, “To citizens in general, public relations
is important because it helps them to understand the
society of which we are all a part, to know and
evaluate the viewpoint of others, to exert leadership
in modifying conditions that affects us, to evaluate
efforts being made by others, and to persuade or
suggest courses of action” (p. 10).  Under this
framework, while manipulation of the public is still
possible, it is not in such blatant ignorance of the
public opinion.  Theorists such as Lippmann and Ellul
tended to disagree with this point.
\subsection{Jacques Ellul (1912 – 1994)}
\label{45}

Jacques Ellul’s (1912-{}1994) theories on propaganda
took a different view of the formation of public
opinion.  Ellul (1965) shows that propaganda is
actually a specific technique, which is both needed by
the public, and by those who create the propaganda in
the first place.  In {\itshape Propaganda: The Formation of}
Men’s Attitudes{\itshape , Ellul (1965) defines propaganda as,}
\symbol{34}a set of methods employed by an organized group that
wants to bring about the active or passive
participation in its actions of a mass of individuals,
psychologically unified through psychological
manipulations and incorporated into a system\symbol{34} (p. 61).
In contrast to the other theorists examined in this
chapter, Ellul tends to view propaganda as a
necessary, but all-{}encompassing, activity.  It is not
something to be presented to the public in a single
instance, but rather, must become a consistent part of
every aspect of the public\textquotesingle{}s life.

In {\itshape The Technological Society}, Ellul (1964) categorizes
propaganda as a form of human technique.  In general,
he considers the term \symbol{34}technique,\symbol{34} to be referring to
the methods that people use to obtain their desired
results (Ellul, 1964).  Specifically, he claims that
human technique examines those techniques in which
\symbol{34}man himself becomes the object of the technique\symbol{34}
(Ellul, 1964, p. 22).  In this scenario, man is the
\symbol{34}object,\symbol{34} as he is constantly being exposed to, and
pressured by, various presentations of propaganda.
Ellul (1964) goes on to say, \symbol{34}Techniques have taught
the organizers how to force him into the game... The
intensive use of propaganda destroys the citizen\textquotesingle{}s
faculty of discernment\symbol{34} (p. 276).

While {\itshape The Technological Society} focuses on the methods
used to create a technique, such as propaganda,
{\itshape Propaganda: The Formation of Men\textquotesingle{}s Attitudes} (1965)
focuses on the specific relationship between
propaganda and the manipulation of public opinion.  As
with Lippmann, Ellul understands the lack of knowledge
that the general public holds for use in forming
public opinion.  Ellul (1965) comments on the use of
stereotypes and symbols in propaganda, as did Lippmann
in Public Opinion (1922).  Ellul (1965) states, \symbol{34}The
more stereotypes in a culture, the easier it is to
form public opinion, and the more an individual
participates in that culture, the more susceptible he
becomes to the manipulation of these symbols\symbol{34} (p.
111).

Both Ellul and Lippmann recognize the inability of the
public to form educated opinions as a whole.  However,
while Lippmann chose to focus on the idea that we
should accept the fact that it is truly an educated
elite that is controlling our opinions, Ellul chose to
focus on the fact that the public actually has a need
for propaganda.  Ellul contests the idea that the
public is merely a victim of propaganda.  Rather, he
states that, \symbol{34}The propagandee is by no means just an
innocent victim.  He provokes the psychological action
of propaganda, and not merely lends himself to it, but
even derives satisfaction from it.  Without this
previous, implicit consent, without this need for
propaganda experienced by practically every citizen of
the technological age, propaganda could not spread\symbol{34}
(Ellul, 1965, p. 121).

Through his theories in {\itshape The Technological Society} and
{\itshape Propaganda: The Formation of Men\textquotesingle{}s Attitudes}, Ellul
tends to give the media and society’s elite (the
creators of propaganda) a lot of power in shaping
public opinion.  While Bernays recognized the
importance of making propaganda appeal to the needs of
the public, Ellul claims that the public\textquotesingle{}s need is
simply for propaganda in the first place.
\section{Recent Mass Communication Theorists}
\label{46}

Based on the traditional theories of Lippmann,
Lasswell, Bernays, and Ellul, more recent studies have
been able to be conducted on the use of propaganda in
creating public opinion. Lippmann (1922) was
essentially the first theorist to develop the idea of
the agenda-{}setting function of the media.  By 1972,
McCombs and Shaw had set out to study
this phenomenon in their work “The Agenda-{}Setting
Function of Mass Media.”  This study examined the 1968
presidential campaign, by asking undecided voters to
identify the key issues of the presidential campaign,
and then comparing those ideas to the issues that were
being presented by the mass media at the time (McCombs
\& Shaw, 1972).  McCombs and Shaw (1972) found that
there was a +0.967 correlation between voter judgment
of important issues, and media presentation of those
issues.  McCombs and Shaw used this information to
further Lippmann’s ideas that the mass media did
indeed set the agenda for what the public should think
about.

Iyengar and Kinder (1982) expanded on Lippmann’s
theories as well, by putting the idea of
agenda-{}setting and priming to the test.  They created
experimental situations, in which subjects were
exposed to news broadcasts that emphasized particular
events.  The results of this study both supported and
expanded upon Lippmann’s initial theories.  \symbol{34}Our
experiments decisively sustain Lippmann’s suspicion
that media provide compelling descriptions of a public
world that people cannot directly experience\symbol{34} (Iyengar
\& Kinder, 1982, p. 855).  Iyengar and Kinder (1982)
found that those news items that received the most
attention, were the news items that people found to be
the most significant.  Furthermore, Iyengar and Kinder
(1982) also found evidence of a priming effect, in
that those events that received the most attention by
a news broadcast, also weighed the most heavily on
evaluations of the president at a later time.

Lippmann’s (1922) theories in Public Opinion also
touched on the idea of a gatekeeper in the media
process.  By 1951, Kurt Lewin had expanded on this
idea, by showing that people can manipulate and
control the flow of information that reaches others
(Rogers, 1994).  Based on the ideas of both Lewin and
Lippmann, White (1950) undertook an
examination of the role of a gatekeeper in the realm
of mass media.  In The “Gatekeeper”: A Case Study In
the Selection of News, White (1950) examined the role
of a wire editor in a newspaper. He found
strong evidence that there was a gatekeeping role at
work within the mass media, as this editor rejected
nine-{}tenths of the articles that he received, based
primarily on whether he considered the event to be
“newsworthy,” and whether he had another article on
the same topic that he liked better. His
results were important, as they showed the subjective
judgments that an individual can exert in releasing
limited information to the public.
\section{Conclusion: The Importance of These Theories}
\label{47}

The theories developed by Lippmann, Lasswell, Ellul,
and Bernays are important for a number of reasons.
Based on the ideas of his predecessors, Lippmann was
able to bring attention to the fact that the public is
able to be influenced by the media.  The work of
Lippmann and his colleagues has led to more recent
research that is meant to help understand the
influence of the media on the public.  Through the
work Iyengar and Kinder, White, Lewin, and McCombs and
Shaw, a more comprehensive understanding of the media
has been developed.  The public has now been made
aware various media functions such as agenda-{}setting,
gatekeeping, and priming, and the potential effects
that these techniques can have on their audiences.

The theories presented in this paper have tied heavily
to both the direct effects and limited effects media
models.  Theorists such as Ellul tended to side
heavily with the direct effects model, whereby
propaganda could directly influence the thought of the
masses.  Meanwhile, theorists such as Lippmann also
noted that the media might not be influencing only
thought, but may also be influencing what people
thought about.  It was this line of thinking that
resulted in a starting point for future research in
the area of the limited effects of the media.  Such
limited effects were shown through the work of Iyengar
and Kinder, as well as McCombs and Shaw.

Overall, the research of the scholars discussed in
this paper has been very important to the
understanding of the media, the manipulation of the
public, and the formation of public opinion.  While
the theories of Lippmann, Lasswell, Bernays, and Ellul
were formed years ago, they continue to help us
understand the society that surrounds us today.
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Uses and gratifications approach is an influential tradition in media research. The original conception of the approach was based on the research for explaining the great appeal of certain media contents. The core question of such research is: Why do people use media and what do they use them for? (McQuail, 1983). There exists a basic idea in this approach: audience members know media content, and which media they can use to meet their needs. 

In the mass communication process, uses and gratifications approach puts the function of linking need gratifications and media choice clearly on the side of audience members. It suggests that people’s needs influence what media they would choose, how they use certain media and what gratifications the media give them. This approach differs from other theoretical perspectives in that it regards audiences as active media users as opposed to passive receivers of information. In contrast to traditional media effects theories which focus on “what media do to people” and assume audiences are homogeneous, uses and gratifications approach is more concerned with “what people do with media” (Katz, 1959). It allows audiences personal needs to use media and responds to the media, which determined by their social and psychological background.

Uses and gratifications approach also postulates that the media compete with other information sources for audience’s need satisfaction (Katz et al., 1974a). As traditional mass media and new media continue to provide people with a wide range of media platforms and content, it is considered one of the most appropriate perspectives for investigating why audiences choose to be exposed to different media channels (LaRose et al., 2001).

The approach emphasizes audiences’ choice by assessing their reasons for using a certain media to the disregard of others, as well as the various gratifications obtained from the media, based on individual social and psychological requirements (Severin \& Tankard, 1997). As a broader perspective among communication researches, it provides a framework for understanding the processes by which media participants seek information or content selectively, commensurate with their needs and interests (Katz et al., 1974a). Audience members then incorporate the content to fulfill their needs or to satisfy their interests (Lowery \& Nabila, 1983).

This is Uses and Gratifications.
\section{Origin and History}
\label{53}

It is well accepted that communication theories have developed through the realms of psychology and sociology over the past 100 years. With illumed by valuable ideas as well as exploring more untilled fields in these two disciplines, researchers elicit a series of higher conceptions of understanding media. As a sub-{}tradition of media effects research, uses and gratifications approach is suggested to be originally stemmed from a functionalist paradigm in the social sciences (Blumler \& Katz, 1974).

To some extent, however, functional theory on communication agrees with media’s effects towards people. For example, a model often used in the theory, the Hypodermic Syringe model, discusses that “the mass media have a direct, immediate and influential effect upon audiences by ‘injecting’ information into the consciousness of the masses” (Watson \& Hill 1997, p. 105). Functional theory influenced studies on communication from the 1920s to the 1940s. After that, a shift which rediscovered the relationship between media and people occurred and led to establishment of uses and gratifications approach.

The exploration of gratifications that motivate people to be attracted to certain media is almost as old as empirical mass communication research itself (McQuail, 1983). Dating back to the 1940s, researchers became interested in the reasons for viewing different radio programmes, such as soap operas and quizzes, as well as daily newspaper (Lazrsfeld \& Stanton, 1944, 1949; Herzog, 1944; Warner \& Henry, 1948; etc.). In these studies, researchers discovered a list of functions served either by some specific content or by the medium itself (Katz et al., 1974b). For instance, radio soap operas were found to satisfy their listeners with advice, support, or occasions for emotional release (Herzog, 1944; Warner and Henry, 1948); rather than just offering information, newspaper was also discovered to be important to give readers a sense of security, shared topics of conversation and a structure to the daily routine (Berelson, 1949). For these diverse dimensions of usage satisfaction, psychologist Herzog (1944) marked them with the term “gratifications.”

Uses and gratifications approach became prevailing in the late 1950s till 1970s when television has grown up. Some basic assumptions of the approach were proposed when it was rediscovered during that era. Among the group of scholars who focus on uses and gratifications research, Elihu Katz is one of the most well-{}known and contributed greatly to establishing the structure of the approach. 

Elihu Katz is served both as a sociologist and as a communication researcher. He received his Ph.D. in Sociology in 1956 from Columbia University and began teaching at the University of Chicago until 1963. During the next thirty years, he taught in the Department of Sociology and Communication at the Hebrew University of Jerusalem. In the late 1960, invited by the Government of Israel, Katz headed the task force charged with the introduction of television broadcasting. This experience led to his subsequent academic work about broadcasting and television in leisure, culture and communication from the 1970s to1990s (UPENN, 2001). In 1992, he joined the faculty of the Annenberg School at the University of Pennsylvania, and also directed its experimental Scholars program for post-{}doctoral study. 

Katz’s mentor in Columbia University is Paul Lazarsfeld, who is one of the pioneers of gratifications research. Their cooperating work produced important outgrowths that connect the concept of gratifications with the functional theory model. Later, Katz introduced uses and gratification approach when he came up with the notion that people use the media to their benefit. In a study by Katz, Gurevitch and Haas (1973), a subject which is known as the uses and gratifications research were explored. They viewed the mass media as a means by which individuals connect or disconnect themselves with others and found that people bend the media to their needs more readily than the media overpower them (Katz, Gurevitch and Haas, 1973). 

Along with colleague Jay G. Blumler, Katz published a collection of essays on gratifications in 1974 which were entitled The Uses of Mass Communication. They took a more humanistic approach to looking at media use. They suggest that media users seek out a medium source that best fulfills the needs of the user and they have alternate choices to satisfy their need. (Blumler \& Katz, 1974). They also discovered that media served the functions of surveillance, correlation, entertainment and cultural transmission for both society and individuals (Blumler and Katz, 1974).

Five basic assumptions were stated in a study of Katz, Blumler, and Gurevitch in 1974 as follows. They provide a framework for understanding the correlation between media and audiences:
\begin{myblockquote}
\item{}
\begin{myenumerate}
\item{}  The audience is conceived as active, i.e., an important part of of mass media use is assumed to be goal oriented … patterns of media use are shaped by more or less definite expectations of what certain kinds of content have to offer the audience member.
\item{}  In the mass communication process much initiative in linking need gratification and media choice lies with the audience member. This places a strong limitation on theorizing about any form of straight-{}line effect of media content on attitudes and behavior.
\item{}  The media compete with other sources of need satisfaction. The needs served by mass communication constitute but a segment of the wider range of human needs, and the degree to which they can be adequately met through mass media consumption certainly varies.
\item{}  Methodologically speaking, many of the goals of mass media use can be derived from data supplied by individual audience members themselves-{} i.e., people are sufficiently self-{}aware to be able to report their interests and motives in particular cases, or at least to recognize them when confronted with them in an intelligible and familiar verbal formulation.
\item{}  Value judgments about the cultural significance of mass communication should be suspended while audience orientations are explored on their own terms. (p. 15-{}17).
\end{myenumerate}


\end{myblockquote}

In addition, Katz, Blumler, and Gurevitch also commented that, although previous researches on gratifications detected diverse gratifications that attract people on the media, they did not address the connections between these gratifications (Katz et al., 1974a). They suggested that uses and gratifications research concern with following aspects: “(1) the social and the psychological origins of (2) needs which generate (3) expectations of (4) the mass media or other sources which lead to (5) differential exposure (or engaging in other activities), resulting in (6) need gratification and (7) other consequences, perhaps mostly unintended ones” (Katz et al., 1974b, p. 20).

The studies of Katz and his colleagues laid a theoretical foundation of building the uses and gratifications approach. Since then, the research on this subject has been strengthened and extended. The current status of uses and gratifications is still based on Katz’s first analysis, particularly as new media forms have emerged in such an electronic information age when people have more options of media use.
\section{Needs and Gratifications}
\label{54}

Uses and gratifications approach emphasizes motives and the self-{}perceived needs of audience members. Blumler and Katz (1974) concluded that different people can use the same communication message for very different purposes. The same media content may gratify different needs for different individuals. There is not only one way that people uses media.  Contrarily, there are as many reasons for using the media as there are media users (Blumler \& Katz, 1974).

Basic needs, social situation, and the individual’s background, such as experience, interests, and education, affect people’s ideas about what they want from media and which media best meet their needs. That is, audience members are aware of and can state their own motives and gratifications for using different media. 
McQuail, Blumler, and Brown (1972) proposed a model of “media-{}person interactions” to classify four important media gratifications: (1) Diversion: escape from routine or problems; emotional release; (2) Personal relationships: companionship; social utility; (3) Personal identity: self reference; reality exploration; value reinforces; and (4) Surveillance (forms of information seeking).

Another subdivided version of the audience’s motivation was suggested by McGuire (1974), based on a general theory of human needs. He distinguished between two types of needs: cognitive and affective. Then he added three dimensions: “active” versus “passive” initiation, “external” versus “internal” goal orientation, and emotion stability of “growth” and “preservation.” When charted, these factors yield 16 different types of motivations which apply to media use (Figure 1).

Figure 1. A structuring of 16 general paradigms of human motivation (McGuire, 1974).

Katz, Gurevitch and Haas (1973) developed 35 needs taken from the social and psychological functions of the mass media and put them into five categories: 
\begin{myenumerate}
\item{}  Cognitive needs, including acquiring information, knowledge and understanding; 
\item{}  Affective needs, including emotion, pleasure, feelings; 
\item{}  Personal integrative needs, including credibility, stability, status; 
\item{}  Social integrative needs, including interacting with family and friends; and 
\item{}  Tension release needs, including escape and diversion. 
\end{myenumerate}


Congruously, McQuail’s (1983) classification of the following common reasons for media use:

{\bfseries Information} 
\begin{myitemize}
\item{}  finding out about relevant events and conditions in immediate surroundings, society and the world 
\item{}  seeking advice on practical matters or opinion and decision choices 
\item{}  satisfying curiosity and general interest 
\item{}  learning; self-{}education 
\item{}  gaining a sense of security through knowledge 
\end{myitemize}


{\bfseries Personal Identity} 
\begin{myitemize}
\item{}  finding reinforcement for personal values
\item{}  finding models of behavior
\item{}  identifying with valued others (in the media) 
\item{}  gaining insight into oneself
\end{myitemize}


{\bfseries Integration and Social Interaction} 
\begin{myitemize}
\item{}  gaining insight into the circumstances of others; social empathy
\item{}  identifying with others and gaining a sense of belonging
\item{}  finding a basis for conversation and social interaction
\item{}  having a substitute for real-{}life companionship
\item{}  helping to carry out social roles
\item{}  enabling one to connect with family, friends and society
\end{myitemize}


{\bfseries Entertainment} 
\begin{myitemize}
\item{}  escaping, or being diverted, from problems
\item{}  relaxing
\item{}  getting intrinsic cultural or aesthetic enjoyment
\item{}  filling time
\item{}  emotional release 
\item{}  sexual arousal (p. 73)
\end{myitemize}


These dimensions of uses and gratifications assume an active audience making motivated choices. 

McQuail (1994) added another dimension to this definition. He states: 
\begin{myblockquote}
\item{}
Personal social circumstances and psychological dispositions together influence both … general habits of media use and also … beliefs and expectations about the benefits offered by the media, which shape ... specific acts of media choice and consumption, followed by ... assessments of the value of the experience (with consequences for further media use) and, possibly ... applications of benefits acquired in other areas of experience and social activity (p. 235). 

\end{myblockquote}

This expanded explanation accounts for a variety of individual needs, and helps to explain variations in media sought for different gratifications.
\section{Gratifications sought (GS) and gratifications obtained (GO)}
\label{55}

The personal motivations for media use also suggest that the media offer gratifications which are expected by audiences. These gratifications can be thought of as experienced psychological effects which are valued by individuals. Palmgreen and Rayburn (1985) thus proposed a model of the gratifications sought (GS) and gratifications obtained (GO) process shown in Figure 2.

Figure 2. An expectance-{}value model of media gratifications sought and obtained (Palmgreen and Rayburn, 1985).

The model distinguishes between GS and GO. Thus, where GO is noticeably higher than GS, we are likely to be dealing with situations of high audience satisfaction and high ratings of appreciation and attention (McQuail, 1983).

To investigate the relationship between GS and GO, Palmgreen et al. (1980) conducted a study of gratifications sought and obtained from the most popular television news programs. The results indicated that, on the one hand, each GS correlated either moderately or strongly with its corresponding GO; on the other hand, the researchers found that the gratifications audiences reportedly seek are not always the same as the gratifications they obtain (Palmgreen {\itshape et al.}, 1980). A later study conducted by Wenner (1982) further showed that audiences may obtain different levels of gratifications from what they seek when they are exposed to evening news programs.
\section{Media Dependency Theory}
\label{56}

Media dependency theory, also known as media system dependency theory, has been explored as an extension of or an addition to the uses and gratifications approach, though there is a subtle difference between the two theories. That is, media dependency looks at audience goals as the origin of the dependency while the uses and gratifications approach emphasizes audience needs (Grant et al., 1998). Both, however, are in agreement that media use can lead to media dependency. Moreover, some uses and gratifications studies have discussed media use as being goal directed (Palmgreen, Wenner \& Rosengren. 1985; Rubin, 1993; Parker \& Plank, 2000).

Media dependency theory states that the more dependent an individual is on the media for having his or her needs fulfilled, the more important the media will be to that person. DeFleur and Ball-{}Rokeach (1976) described dependency as the correlating relationship between media content, the nature of society, and the behavior of audiences. It examines both macro and micro factors influencing motives, information-{}seeking strategies, media and functional alternative use, and dependency on certain media (Rubin and Windahl, 1982). 

As DeFleur and Ball-{}Rokeach (1989) suggested, active selectors’ use of the media to achieve their goals will result in being dependent on the media. Littlejohn (2002) also explained that people will become more dependent on media that meet a number of their needs than on media that provide only a few ones. “If a person finds a medium that provides them with several functions that are central to their desires, they will be more inclined to continue to use that particular medium in the future” (Rossi, 2002).

The intensity of media dependency depends on how much people perceive that the media they choose are meeting their goals. These goals were categorized by DeFleur and Ball-{}Rokeach (1989) into three dimensions which cover a wide range of individual objectives: (1) social and self understanding (e.g., learning about oneself, knowing about the world); (2) interaction and action orientation (e.g., deciding what to buy, getting hints on how to handle news or difficult situation, etc.); (3) social and solitary play (e.g., relaxing when alone, going to a movie with family or friends). DeFleur and Ball-{}Rokeach (1989) also suggested that more than one kind of goal can be activated (and satisfied) by the same medium.

Dependency on a specific medium is influenced by the number of media sources available to an individual. Individuals should become more dependent on available media if their access to media alternatives is limited.  The more alternatives there are for an individual, the lesser is the dependency on and influence of a specific medium (Sun et al., 1999).  
\section{Uses and Gratifications Research in a New Era}
\label{57}

The uses and gratifications has always provided a cutting-{}edge theoretical approach in the initial stages of each new mass medium, such as newspapers, radio and television, and now the Internet, which receives the significance via this approach (Ruggiero, 2000).

The uses and gratifications theory has been widely used, and also is better suited, for studies of Internet use. In the Internet environment, users are even more actively engaged communication participants, compared to other traditional media (Ruggiero, 2000). The theory also suggests that people consciously choose the medium that could satisfy their needs and that audiences are able to recognize their reasons for making media choices (Katz et al., 1974). Some surveys have shown that users have little trouble verbalizing their needs when using the Internet (Eighmey \& McCord, 1997; Lillie, 1997; Nortey, 1998; Piirto, 1993; Ryan, 1995). Katz et al. (1974) argued that available media choice compete to satisfy individual needs. Thus, there exists competition not only between the Internet and other traditional media, but among each options in the Internet itself as well. 

Despite the robustness of this list, history has shown that new media often create new gratifications and new motivations among various audience groups (Angleman, 2000). These new dimensions of users’ motivations and gratifications need to be identified and satisfied. 
Although motivations for Internet use may vary among individuals, situations, and media vehicles, most uses and gratifications studies explore them based on some or all of the following dimensions: relaxation, companionship, habit, passing time, entertainment, social interaction, information/surveillance, arousal, and escape (Lin, 1999). 

Examining how and why students use a university computer bulletin board, Rafeali (1986) found that users seldom skip the factual or informative messages, which indicates their strong interest in messages of this type. Maddox (1998) also suggested that the most important reason why people use the Internet is to gather various kinds of information. Lin (2001) found similar results when she examined online services adoption. She found that online services are perceived primarily as  information-{}laden media, and that audiences who need to create more outlets for information reception are the ones most likely to adopt online services (Lin, 2001).

Internet use is also linked to a series of instrumental as well as entertainment-{}oriented gratifications (Lin, 1996). Some scholars ranked diversion/entertainment as more important than exchanging information in triggering media use (Schlinger, 1979; Yankelovich Partners, 1995). Rafeali (1986) found that the primary motivation of bulletin board users are recreation, entertainment, and diversion, followed by learning what others think about controversial issues by communicating with people who matter in a community. Entertainment content appears to satisfy users’ needs for escapism, hedonistic pleasure, aesthetic enjoyment, or emotional release (McQuail, 1994). Providing entertainment, therefore, can motivate audiences to use the media more often (Luo, 2002).

Examining the Internet as a source of political information, Johnson and Kaye (1998) found that people use the web primarily for surveillance and voter guidance and secondarily for entertainment, social utility and excitement. In a study of the web as an alternative to television viewing, Ferguson and Perse (2000) found four main motivations for Internet use: entertainment, passing time, relaxation/escape and social information. 

The Internet combines elements of both mass and interpersonal communication. The distinct characteristics of the Internet lead to additional dimensions in terms of the uses and gratifications approach. For example, “learning” and “socialization” are suggested as important motivations for Internet use (James et al., 1995). “Personal involvement” and “continuing relationships” were also identified as new motivation aspects by Eighmey and McCord (1998) when they investigated audience reactions to websites. The potential for personal control and power is also embedded in Internet use. Pavlik (1996) noted that online, people are empowered to act, communicate, or participate in the broader society and political process. This type of use may lead to increased self-{}esteem, self-{}efficacy, and political awareness (Lillie, 1997). 

Heightened interactions were also suggested as motivations for using the Internet. Kuehn (1994) called attention to this interactive capability of the Internet through discussion groups, e-{}mail, direct ordering, and links to more information (Schumann \& Thorson, 1999; Ko, 2002). As such, Lin (2001) suggested that online services should be fashioned to satisfy people’s need for useful information as well as social interaction opportunities. 

Group support is another important reason for using the Internet.  The Internet can provide a relatively safe venue to exchange information, give support, and serve as a meeting place without fear of persecution (Tossberg, 2000). It provides an accessible environment where individuals can easily find others who share similar interests and goals. As part of a group, they are able to voice opinions and concerns in a supportive environment (Korenman \& Wyatt, 1996). 

Other studies identified anonymity as one of the reasons why people go online. According to McKenna et al. (2000), people use the security of online anonymity to develop healthy friendships and gratify their need to socialize. Those who play massively multiplayer online role-{}playing games (MMORPGs) report that anonymity reduces their self-{}awareness and motivates their behaviors in game playing (Foo \& Koivisto, 2004). Another survey done by Choi and Haque (2002) also found anonymity as a new motivation factor for Internet use. Some also suggested that the Internet offer democratic communication to anonymous participants in virtual communities such as chat rooms. Ryan (1995) indicated that anonymity motivates users to speak more freely on the Internet than they would in real life. With small fear of social punishment and recrimination, minority groups can equally participate in the communication process provided the technology is universally available (Braina, 2001).
\section{Criticisms of Uses and Gratifications Research}
\label{58}

Although uses and gratifications approach holds a significant status in communication research, the research of the approach receives criticisms both on its theory and methodology represented. 

McQuail (1994) commented that the approach has not provided much successful prediction or casual explanation of media choice and use. Since it is indeed that much media use is circumstantial and weakly motivated, the approach seems to work best in examining specific types of media where motivation might be presented (McQuail, 1994). 

The researcher Ien Ang also criticized uses and gratifications approach in such three aspects: 

\begin{myenumerate}
\item{}  It is highly individualistic, taking into account only the individual psychological gratification derived from individual media use. The social context of the media use tends to be ignored. This overlooks the fact that some media use may have nothing to do with the pursuit of gratification -{} it may be forced upon us for example. 
\item{}  There is relatively little attention paid to media content, researchers attending to why people use the media, but less to what meanings they actually get out of their media use. 
\item{}  The approach starts from the view that the media are always functional to people and may thus implicitly offer a justification for the way the media are currently organized (cited by CCMS-{}Infobase, 2003). 
\end{myenumerate}

Since it is hard to keep track of exposure patterns through observation, uses and gratifications research focus on the fact relied heavily on self-{}reports (Katz, 1987). Self-{}reports, however, are based on personal memory which can be problematic (Nagel et al., 2004). As such, the respondents might inaccurately recall how they behave in media use and thus distortion might occur in the study.
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\label{62}\section{The Frankfurt School and Communication Theory}
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“I thought Adorno, on our first meeting, the most arrogant, self-{}indulgent (intellectually and culturally) man I have ever met. Some 20 years later, I can think of additional claimants for that position, but I doubt if they are serious rivals” (Donald MacRae, cited in Morrison, 1978, pp. 331-{}332). 

The \myhref{http://en.wikipedia.org/wiki/Frankfurt\%20School}{Frankfurt School} was a group of critical theorists associated with the Institut für Sozialforschung (Institute of Social Research) which was located first at the \myhref{http://en.wikipedia.org/wiki/Johann\%20Wolfgang\%20Goethe\%20University\%20of\%20Frankfurt\%20am\%20Main}{University of Frankfurt} (1923-{}1933), then in Geneva, Switzerland (1933-{}35), \myhref{http://en.wikipedia.org/wiki/Columbia\%20University}{Columbia University} in New York (1935-{}1949), and finally back at the University of Frankfurt, from 1949 to present.  Some of the theorists associated with what became known as the Frankfurt School included Max Horkheimer, Theodor Adorno (née Wiesengrund), {$\text{[}$}w:Herbert Marcuse{$\text{]}$}, Walter Benjamin, Erich Fromm, Leo Lowenthal, and Friedrich Pollock.  

Felix Weil began the Institute of Social Research in 1923.  The theoretical basis of the Institute was Marxist, to no small degree because of Carl Grünberg, who served as director from 1923-{}1930.  Max Horkheimer succeeded Grünberg as director and served in that capacity until 1960, when Theodor Adorno became director, until his death in 1969.  These theorists were all associated with the Institute in the 1920s, except for Marcuse, who began working with the Institute in 1932.  From the late 1950s Jürgen Habermas would be involved with the Institute, but for a number of reasons his work is often considered separate from that of the Frankfurt School.  The Institute for Social Research continues to operate at the University of Frankfurt, but what is known as the Frankfurt School did not extend beyond the  theorists associated with it.  

The interests of the Frankfurt School theorists in the 1920s and 1930s lay predominantly in a Marxist analysis of social and economic processes, and the role of the individual and the group in relation to these processes.  Their particular relevance to communication theory lies primarily in Adorno\textquotesingle{}s idea of the culture industry, and Marcuse\textquotesingle{}s concept of the \symbol{34}one dimensional\symbol{34} man.
\section{The Culture Industry}
\label{64}

In 1947 \myhref{http://en.wikipedia.org/wiki/Horkheimer}{Max Horkheimer} and Theodor Adorno published {\itshape Dialektik der Aufklärung: Philosophische Fragmente}, whose title was translated into English (in 1972) as {\itshape Dialectic of Enlightenment: Philosophical Fragments}.  One of the sections of this book was concerned with what Horkheimer and Adorno called the culture industry.  It was their contention that the culture industry was the result of an historical process that with an increase in technology (including mass communication technology) there was an increase in the ability to produce commodities, which enabled increased consumption of goods.  The consumption of mechanically reproduced cultural products—predominantly radio and film—led to formulas of producing them for entertainment purposes, and it did not occur to consumers to question the idea that the entertainment presented to them had an ideological purpose or purposes.  Consumers adapted their needs around these cultural products, and in doing so no longer knew of anything else that they might desire, or that there might be anything else they could desire.  The entertainment that they enjoyed did not reflect their real social, political, or economic interests, but instead blinded them from questioning the prevailing system.  Entertainment also had the function of allowing the dominant system to replicate itself, which allowed for further expansion in production and consumption.  Thus, for Adorno and Horkheimer the culture industry worked in such a way that those who were under its influence would not even notice that they were being manipulated.

Subsequent to the book’s publication in 1947, theorists of the Frankfurt School knew of Adorno\textquotesingle{}s concept of the culture industry, but the impact of his analysis of the culture industry was limited well into the sixties.  {\itshape Dialectic of Enlightenment} did not receive a wider distribution until 1969, and although Herbert Marcuse continued the general idea of the culture industry in his {\itshape One-{}Dimensional Man} of 1964, he did not refer to it as such.  In spite of Marcuse’s incisive criticism of dominant ideological structures, there is not a cultural component in his thought that can be separated out from ideology as a whole, as appears in the work of Adorno and Horkheimer.  Thus, as a concept relating to communication theory in the United States, the culture industry can more properly be said to have come to existence due to the English translation of Adorno and Horkheimer’s book in 1972.
\section{Genesis of “The Culture Industry”}
\label{65}

In order to understand the creation of the idea of the culture industry as well as its reception the concept can be examined chronologically, from its pre-{}conditions, through its generation, to its subsequent impact.  The idea of the culture industry grows out of a concern with culture, is developed through insights into the mechanical reproduction of culture, and is ultimately generated in opposition not only to popular music, but also to Hollywood movies.  That this is so grows out of a number of historical contingencies.

Theordor Wiesengrund enrolled at the University of Frankfurt in 1921 not only to study philosophy, but music.  Wiesengrund published in the 1920s and early 1930s under the name Theodor Wiesengrund-{}Adorno, and later took the name Adorno, which had been his mother’s maiden name.  According to Thomas Mann, Adorno refused to choose between music and philosophy throughout his entire life, believing that he was pursuing the same objective in two disparate fields (Jäger, 2004, p. 31).  Although he wrote his doctoral thesis on Husserl, and a postdoctoral thesis on Kierkegaard, Adorno moved to Vienna to study music composition with Alban Berg. Most of Adorno\textquotesingle{}s music was written between 1925 and 1930, though he continued to compose music for the rest of his life.  In addition to composing, Adorno was a music critic and editor of {\itshape Musikblatter des Anbruch} from 1928 to 1932.  As a composer and music critic Adorno was aware of conditions relating to the production and dissemination of music in the 1920s and 1930s.  This aspect of Adorno’s career is important in understanding his subsequent approach to culture. Because he had a profound knowledge of art, which is great part of culture, his belief what the real art should be like influenced on his criticism against culture industry. To Adorno, the gist of real art is autonomy. Both of the production and the consumption of cultural product should be originated by autonomy which arouses uniqueness of real art. According to Adorno, culture industry which products and consumes the mass cultural product is not based on autonomy but passivity so that it never seeks for uniqueness of real art or culture. 

Adorno was introduced to \myhref{http://en.wikipedia.org/wiki/Walter\%20Benjamin}{Walter Benjamin} in 1923, and the two theorists became friends.  Since Benjamin never received a degree that would allow him to teach at a university, according to Hannah Arendt, Adorno became in effect Benjamin\textquotesingle{}s only pupil.  After Benjamin’s death “it was Adorno who then introduced a rationalized version of his ideas into academic philosophy.” (Jäger, 2004, p. 65-{}6).  The relationship with Benjamin had an impact on the development of Adorno\textquotesingle{}s thought during this period.

Returning to Frankfurt, Adorno began teaching at the Institute, and published articles in the {\itshape Zeitschrift fur Socialforschung} (Journal for Social Research) that had been set up by the Institute in 1932.  Adorno lost his right to teach in September 1933 due to the rise to power of the Nazi party.  Horkheimer had already set up a branch of the Institute in Geneva, Switzerland, and the Institute began operating there.  The Nazis\textquotesingle{} rise to power not only meant that Adorno lost his job and would eventually force his departure from Germany, but also affected his philosophical thought.  As Jürgen Habermas would later note, the fact that labor movements were co-{}opted in the development of fascist regimes was one of the historical experiences influencing the development of critical theory, the others being Stalinist repression and the production of mass culture in the United States (Morris, 2001, p. 48).

Adorno was at Oxford from 1934 to 1938, where he worked on a manuscript on Husserl.  He was considered an outsider, never integrating into the British academic mainstream, and he looked forward to joining his Frankfurt School colleagues, many of whom had in the meantime moved to the United States. 

Already in the late 1930s Adorno evidenced little hope for mass culture.  As propaganda and entertainment increased during the 1930s, Benjamin and Adorno debated mass culture, since film and radio became the two most popular means to disseminate propaganda under the fascist and Stalinist dictatorships.  The essay translated as “On the Fetish Character in Music and the Regression in Listening” is in effect a pessimistic reply to Walter Benjamin’s more optimistic essay, “The Work of Art in the Age of Mechanical Reproduction” (Brunkhorst, 1999, p. 62).  A primary problem for Adorno lay in the fact that instead of being enjoyed in a concert hall, symphonic works could now be heard over the radio, and could be reproduced on phonograph records.  The result was inferior to the original, and Adorno was emphatic in his condemnation of the mechanical reproduction of music: “Together with sport and film, mass music and the new listening help to make escape from the whole infantile milieu impossible” (Adorno, 2001b, p. 47). While Benjamin regarded the destruction of aura by photograph or film as the emancipation from hierarchical tastes tied to class, to Adorno, the aura of the original artwork was the essential of the artistic authenticity. To Benjamin, the mechanical reproduction was the challenge against the authority of Platonic order from the top-{}the original or Idea-{} to down of layers of imitations; to Adorno, mass production was nothing but the destruction of the authenticity. The general attitude of the Frankfurt school was that of Adorno. 

In 1938 Max Horkheimer, who had succeeding in establishing a relationship for the Institute of Social Research with Columbia University that enabled the Institute to continue working in New York, obtained a position for Adorno at the Princeton Radio Research Project, run by Paul Lazarsfeld.  Adorno, anxious to leave Britain in the hopes of being with other members of the Institute, accepted the position, although he later claimed that he did not know what a “radio project” was.  For his part, Lazarsfeld looked forward to working with Adorno, whom he knew to be an expert on music.  Adorno wrote for the Project’s journal {\itshape Radio Research} in 1941, reiterating his position that radio was only an image of a live performance.  In addition, he questioned the claim by the radio industry that the medium was bringing serious music to the masses (Wiggershaus, 1994, p. 243).  While working at the Princeton Radio Research Project Adorno became shocked at the degree to which culture had become commercialized in the United States.  Commercialization of culture in the United States had gone far beyond anything he had seen in Europe.  Further, the prevalence of advertising in the United States was something with no correlative in Europe.  The closest thing in Adorno’s experience to the advertising industry in the United States was fascist propaganda (Jäger, 2004, p. 122).

Adorno was later to allude to his experience with the Princeton Radio Research Project in the essay on the culture industry by noting the statistical division of consumers, and stating that he saw this research as being “indistinguishable from political propaganda” (Horkheimer and Adorno, 2002, p. 97).  It became obvious that Lazarsfeld and Adorno did not agree on the value of empirical studies, and Adorno left the project.  Adorno’s dissatisfaction with the work of the Princeton Radio Research Project would eventually motivate him to further develop the idea of the culture industry.  

Because of the relationship between the Institute for Social Research and Columbia University, Horkheimer, who had already moved to California, could not bring Adorno to the West Coast until November 1941.  When Adorno was finally able to relocate, he joined an expatriate community that included Fritz Lang, Arnold Schoenberg, Hans Eisler, Thomas and Heinrich Mann, Alfred Döblin, and Bertolt Brecht, several of which found work in the Hollywood movie industry.  The fact that Adorno was part of this intellectual community whose members were involved in the production of Hollywood movies must have had some influence in developing his thoughts on culture, since the Hollywood system inhibited the creative freedom that many of the expatriates had enjoyed in Weimar Germany. 

According to Douglas Kellner, Max Horkheimer wanted to write a “great book on dialectics,” and Herbert Marcuse, who had been admitted to the Institute in 1932, was eager to work on the project.  While Horkheimer (and later Adorno) moved to California, Marcuse went to work for the Office of Strategic Services (the precursor to the Central Intelligence Agency), and later the State Department.  Thus it was Adorno and not Marcuse who became Horkheimer’s co-{}author on the project on dialectics (Kellner, 1991, p. xviii).  The work that resulted was {\itshape The Dialectic of Enlightenment}, with its section titled “The Culture Industry: Enlightenment as Mass Deception” drafted by Adorno.  

These preconditions—Adorno’s interest in music, his friendship with Benjamin, and his work on the Princeton Radio Project, as well as involvement with the expatriate community in California and the relationship of several of these to the Hollywood film industry—are all important to an understanding of his concern for the idea of the culture industry.
\section{“The Culture Industry: Enlightenment as Mass Deception”}
\label{66}

For Adorno, popular culture on film and radio did not bother to present itself as art.  They were instead a business, and this in turn became an ideology “to legitimize the trash they intentionally produce” (Horkheimer and Adorno, 2002, p. 95).  This business was based on what Adorno referred to as “Fordist capitalism,” in which mass production based on the techniques used by Henry Ford were implemented in the cultural sphere, insofar as these tendencies were based on centralization and hierarchy (Hohendahl, 1995, p. 142).  Examples of this—not specified by Adorno—were the Hollywood production system, or the CBS radio network that had been associated with the Princeton Radio Research Project.  Movies and hit songs were based on formulas, and “the formula supplants the work” (Horkheimer and Adorno, 2002, p. 99).  Mechanical reproduction ensured that there would not be any real change to the system, and that nothing truly adversarial to the system would emerge (Horkheimer and Adorno, 2002, p. 106-{}7).  Paradoxically, any innovation would only reaffirm the system, and Adorno cited Orson Welles as an example of someone who was allowed to break the rules.  The elasticity in the system would allow it to assume the stance of any opposition and make it its own, ultimately rendering it ineffectual (Friedman, 1981, p. 165).  Like religion and other institutions, the culture industry was an instrument of social control (Horkheimer and Adorno, 2002, p. 120), but freedom to choose in a system of economic coercion ultimately meant the “freedom to be the same” (Horkheimer and Adorno, 2002, p. 136).

Since Adorno had been, in his essays on music and radio, an apparent defender of high art, “The Culture Industry” has been criticized as being a defense of high art, as opposed to popular culture.  Adorno specifically defines avant-{}garde art as the adversary of the culture industry (Horkheimer and Adorno, 2002, p. 101).  It was not high art that Adorno was presenting as an alternative to the culture industry, but modernism.  Although he provides the idea of an opposing force to the culture industry, Adorno provides no overt Marxist analysis.  Instead, he notes in passing that the dominant system utilized capacities for mass consumption for entertainment or amusement, but refused to do so when it was a question of abolishing hunger (Horkheimer and Adorno, 2002, p. 111).  

{\itshape Dialectic of Enlightenment} was issued in mimeograph form in 1944, in German, and thus would have limited impact outside of the expatriate community.  In the meantime Adorno began working, along with Else Frenkel-{}Brunswik, Daniel Levinson, and R. Nevitt Sanford, on an empirical investigation into prejudice titled {\itshape The Authoritarian Personality}.  He wrote {\itshape Minima Moralia: Reflections on Damaged Life} in 1945, and this work, upon its publication in Germany in 1951, would mark the beginning of his impact in Germany (Jäger, 2004, p. 167).  Adorno would also co-{}author {\itshape Composing for the Films} with Hans Eisler, and in this text Adorno made it clear that the culture industry is not identical with high or low art (Hohendahl, 1995, p. 134).  This is perhaps the first of several of Adorno’s attempts at redefining the culture industry to an audience that in all probability had no exposure to the concept as it was detailed in the original essay.
\section{Return to Germany}
\label{67}

{\itshape Dialectic of Enlightenment} was published in Amsterdam in German in 1947 with a number of variants, excluding words and phrases in the published edition that could be construed as being Marxist (Morris, 2001, p. 48).  Their apparent intent was to not attract the attention of the American occupation authorities in Germany.  One of the main reasons for this is that Horkheimer wanted to return the Institute for Social Research to Germany, not only because of the desire to return to Frankfurt but also because a committee at Columbia University had evaluated the work of the Institute and recommended that the Institute become a department of Paul Lazarsfeld’s Bureau of Applied Social Research at Columbia (Jäger, 2004, p. 149).  Marcuse, who had been producing propaganda for the OSS during the war based on his expert knowledge of Germany, published revolutionary theses in a journal in 1947, and these theses could not be reconciled with the direction of the Institute due to an apparent change in Horkheimer’s attitude towards Marxism. Thus, when excerpts from {\itshape Dialectic of Enlightenment} were published without their permission in 1949, Horkheimer and Adorno protested, distancing themselves from their own work, in order not to jeopardize their return to Germany.  In the late 1940s the Institute relocated to Frankfurt, and opened in its new premises in 1951.  Horkheimer became the Vice-{}Chancellor of the University of Frankfurt.

In 1954 Adorno published an essay entitled “How to Look at Television” that was the result of a study that had been done for the Hacker Foundation, with the involvement of George Gerbner and others.  In this essay Adorno warned, “rigid institutionalization transforms modern mass culture into a medium of undreamed of psychological control” (Adorno, 2001a, p. 160).  It was one of the few occasions in the 1950s that Adorno would discuss the implications of mass culture.  At least one observer found it strange that “the leading cultural theorist of his day” did not take part in cultural developments of the fifties (Jäger, 2004, p. 191).  Adorno would nonetheless on occasion attempt to reshape his thought on the culture industry.  For example, in 1959 he wrote of a “universal pseudo-{}culture” in the United States (Adorno, 1993, p. 21), and gave a radio talk in Germany in 1963 on “The Culture Industry Reconsidered.”  In 1966, when writing the essay “Transparencies on Film,” Adorno conceded that film-{}making might be an acceptable cultural practice in opposition to the culture industry, within the context of modernism (Hohendahl, 1995, p. 131).
\section{One-{}Dimensional Man, and Suppression of “The Culture Industry”}
\label{68}

Adorno took over running the Institute in 1960, and his primary philosophical concern in the 1960s was his critical engagement with Martin Heidegger, especially Heidegger’s language, as detailed in the book {\itshape The Jargon of Authenticity}.  In the meantime, Marcuse had developed a critique of Stalinism, and was developing a critique of social conditions in Western democracies, in part based on his familiarity with Adorno\textquotesingle{}s work. He was, for example, connecting “the analysis and critique of false needs to a critical theory of mass media and popular culture” (Agger, 1995, p. 34).  Marcuse did not oppose popular culture as completely as Adorno, however, recognizing “fissures in the edifice of mainstream mass culture which could be pried open still further” (Agger, 1995, p. 34).  In {\itshape One-{}Dimensional Man} Marcuse put an analysis “of late capitalist society into a systematic context,” as opposed to other writers in the Frankfurt School (Wiggershaus, 1994, p. 609).  Instead of culture serving ideological ends, for Marcuse “social control mechanisms in advanced industrial society ensure the wholesale integration of the individual into mass society” (Reitz, 2000, p. 144).  Capitalist production and the tremendous wealth that resulted from it formed a “system of repressive affluence” that kept elements of society satisfied and quiescent (Alway, 1995, p. 83).  The entirety of society had become organized around an ideology whose main objectives were to maintain social control and continue to perpetuate the ideology that maintained that control.   

Echoing Adorno, Marcuse wondered whether the information and entertainment aspects of mass media could be differentiated from their manipulation and indoctrination functions (Marcuse, 1991, p. 8).  However, it is difficult in Marcuse\textquotesingle{}s argument to separate culture or mass media from society as a whole because Marcuse did not distinguish culture or mass media as entities separate from the totality of dominant ideology in the same way that Adorno had done.  In the end Marcuse’s analysis of society allowed for no opposition to the dominant ideology.  Marcuse wrote, \symbol{34}how can the administered individuals—who have made their mutilation into their own liberties and satisfactions, and thus reproduce it on an enlarged scale—liberate themselves from themselves as well as from their masters?  How is it even thinkable that the vicious circle be broken?” (Marcuse, 1991, p. 251). Given the pessimistic tone of the book, it is somewhat ironic that largely because of it he would be perceived as an icon for leftist movements of the 1960s in the U.S. and Germany that developed an oppositional stance.  In spite of this, Marcuse maintained that he was a philosopher, and not an activist.  Like others associated with the Frankfurt School, he was wary of the idea that theory could be translated into practice (Chambers, 2004, p. 226).  

While Marcuse was writing a work that would become essential to student movements in the 1960s, in 1961 Adorno and Horkheimer resisted the reissue of {\itshape Dialectic of Enlightenment} that had been proposed to them by the publishing house of Fischer. The publisher felt that the book could be read as a description of prevailing conditions in Germany.  Marcuse enthusiastically supported the reissue of the book in 1962, but Adorno and Horkheimer withheld their consent (Jäger, 2004, p. 194).   The reasons that Horkheimer and Adorno tried to keep {\itshape Dialectic of Enlightenment} from reaching a wider audience are not entirely clear.  In reviewing the text in 1961, Friedrich Pollack reported to Adorno and Horkheimer that the work required too much revision to receive mass dissemination.  The two authors continued to negotiate with the Fischer publishing house until 1969, and may have only agreed to republish the work since pirate copies had already been disseminated by individuals in the German student movement.  Students also began posting snippets of the text as handbills.  

While student movements in the United States and Germany looked to Herbert Marcuse as their idol, the situation in Frankfurt degenerated to the point at which Adorno could no longer effectively conduct classes.  He complained to the dean about the radical students in his classes who were making teaching impossible.  In the winter term of 1968-{}69 students occupied a number of buildings at the University at Frankfurt, including the Institute for Social Research.  After the strike ended, Adorno returned to teaching, but his lectures continued to be disrupted, including one “tasteless demonstration” in which three females bared their breasts.  Adorno died a few months later (Jäger, 2004, p. 201-{}08).
\section{Critical Response to “The Culture Industry”}
\label{69}

The 1972 English-{}language translation marked the first real appearance of the idea of the culture industry outside of a German context.  In the years since there have been numerous criticisms of the text, not least since Adorno made sweeping generalizations about “the commodified and fetishized character of all cultural goods” (Cook, 1996, p. 113).  For the generally sympathetic Deborah Cook, Adorno erred in not discussing the processes of cultural production, and failed to examine the culture industry’s economic dependence on other business sectors, including marketing and advertising (Cook, 1996, p. 48).  

For Terry Eagleton, both Adorno and Marcuse overestimated the dominant ideology, believing that “capitalist society languishes in the grip of an all-{}pervasive reification” (Eagleton, 1991, p. 46).  Still, Eagleton conceded that “the diffusion of dominant values and beliefs among oppressed peoples in society has some part to play in the reproduction of the system as a whole” (Eagleton, 1991, p. 36).  Fredric Jameson pointed out that Adorno’s idea of a culture industry was historically limited, since the society that developed in the 1960s and 1970s with new media went beyond the cultural possibilities available during the 1940s.  While the idea of the culture industry can be defended as a useful theory for industrial societies between 1920 and 1970, trying to use it today weakens its effectiveness (Hohendahl, 1995, p. 146-{}48).  Thus, for a some critics, the value of the idea of the culture industry would appear to be merely historical, if they in fact conceded that it had any value at all.

According to Hohendahl, for many postmodern critics the essay on the culture industry is problematic because they confuse the defense of modernist art with a defense of high culture, against popular culture.  In the context of {\itshape Dialectic of Enlightenment} it is the destruction of traditional culture that is in question, along with its replacement with new forms depending on commodity exchange (Hohendahl, 1995, p. 137).  In relation to this Deborah Cook cites such artists as Schoenberg, Beckett, and Kafka as cultural producers who are not entirely subject to commodification, and notes that Jameson is in agreement that modernism is the “dialectical opposite of mass culture” (Cook, 1996, p. 107).  Thus for some critics modernist works would be counteracting forces against the dominant ideology.  As noted in the example of Orson Welles, however, it may be the case that the dominant ideology can co-{}opt modernist works for its own ends.  

The idea of the culture industry has had an importance in critical theory since its appearance in the 1940s, in that it has led to thought about the role of mass communications in relation to ideology, and hence, society.  Since Adorno made sweeping generalizations about the impact of the culture industry, and since he did not systematically explore how the culture industry operated, it has been generally easy for some to dismiss the idea of a culture industry.  It is nonetheless the case that motion pictures are still made by large companies and that their movies largely rely on formulaic plots.  It is also the case that radio is increasingly controlled by a small number of companies, which tend to impose restrictions on how stations operate.  As a broadcast medium, television is very much related to both radio and film, and shares with them qualities that situation it in the culture industry.  While there is a democratizing aspect to the Internet (in that anyone can create a web site), it happens that the commercial companies operating on the Internet continue to maintain an ideological function.  For example, one seldom sees new stories on MSNBC or Yahoo that would question the prerogatives of corporate America.  A reexamination of the idea of the culture industry may be necessary in order to theorize on how mass communication media propagate dominant ideologies.
\section{References}
\label{70}

Adorno, T. W. (1993). Theory of pseudo-{}culture. {\itshape Telos}, 95, 15-{}27.

Adorno, T. W. (2001a). How to look at television. In J. M. Bernstein (Ed.), {\itshape The culture industry} (pp. 158-{}177). New York: Routledge.

Adorno, T. W. (2001b). On the fetish character in music and the regression of listening. In J. M. Bernstein (Ed.), {\itshape The culture industry} (pp. 29-{}60). New York: Routledge.

Agger, B. (1995). Marcuse in postmodernity. In J. Bokina \& T. J. Lukes (Eds.), {\itshape Marcuse: From the new left to the next left} (pp. 27-{}40). Lawrence, KS: University of Kansas Press.

Alway, J. (1995). {\itshape Critical theory and political possibilities: Conceptions of emancipatory politics in the works of Horkheimer, Adorno, Marcuse, and Habermas}. Westport, CT: Greenwood Press.

Brunkhorst, H. (1999). {\itshape Adorno and critical theory}. Cardiff: University of Wales Press.

Chambers, S. (2004). Politics of critical theory. In F. L. Rush (Ed.), {\itshape Cambridge companion to critical theory}. New York: Cambridge University Press.

Cook, D. (1996). {\itshape The culture industry revisited: Theodor W. Adorno on mass culture}. Lanham, MD: Rowman \& Littlefield Publishers.

Eagleton, T. (1991). {\itshape Ideology: An introduction}. London: Verso.

Friedman, G. (1981). {\itshape The political philosophy of the Frankfurt School}. Ithaca, NY: Cornell University Press.

Hohendahl, P. U. (1995). {\itshape Prismatic thought: Theodor W. Adorno}. Lincoln: University of Nebraska Press.

Horkheimer, M., Adorno, T. W., \& Schmid Noerr, G. (2002). {\itshape Dialectic of enlightenment: Philosophical fragments}. Stanford, CA: Stanford University Press.

Jäger, L. (2004). {\itshape Adorno: A political biography}. New Haven, CT: London.

Kellner, D. (1991). Introduction. In H. Marcuse(Ed.), {\itshape One-{}dimensional man: Studies in the ideology of advanced industrial society}. Boston, MA: Beacon Press.

Marcuse, H. (1991). One-{}dimensional man: Studies in the ideology of advanced industrial society. Boston, MA: Beacon Press.

Morris, M. (2001). {\itshape Rethinking the communicative turn: Adorno, Habermas, and the problem of communicative freedom}. Albany, NY: State University of New York Press.

Morrison, D. E. (1978). Kultur and culture: The case of Theodor W. Adorno and Paul F. Lazarsfeld. {\itshape Social Research} (44), 331-{}355.

Reitz, C. (2000). {\itshape Art, alienation, and the humanities: A critical engagement with Herbert Marcuse}. Albany, NY: State University of New York Press.

Wiggershaus, R. (1994). {\itshape The Frankfurt School: Its history, theories, and political significance}. Cambridge, MA: MIT Press.
\section{More Information}
\label{71}


\chapter{Semiotics and Myth}

\myminitoc
\label{72}





\label{73}\section{Between Intelligence and Creativity}
\label{74}
\subsection{Barthes\textquotesingle{}s Life}
\label{75}

\symbol{34}Who does not feel how natural it is, in France, to be Catholic, married, and well qualified academically?\symbol{34}\myfootnote{Thody, P. Roland Barthes: A conservative estimate.. Trowbridge \& Esher., , 
}
This sentence-{}-{}found in the book {\itshape Roland Barthes par Roland Barthes}, a collection of Roland Barthes\textquotesingle{}s autobiographical essays-{}-{}encapsulates his general cynicism about \symbol{34}the natural.\symbol{34}  This semi-{}ironic question might have originated from his own unique life; he was a Protestant in a predominantly Catholic nation, an unmarried homosexual, and a professor without a doctoral degree.

In 1948 he returned to the academic field. He held positions at the Institute Francais in Bucharest in 1948 and at the University of Alexandria in Egypt in 1949. There, he learned about structural linguistics from A.J. Gremas, a specialist in semantics, and had his \symbol{34}linguistic initiation\symbol{34}\myfootnote{Wasserman, G.R. Roland Barthes. G. K. Hall \& Co., , 
}
\subsection{{\itshape Writing Degree Zero}}
\label{76}

As Todorov\myfootnote{in D. Knight (ed.) Critical Essays on Roland Barthes. G. K. Hall \& Co., , 
} writes \symbol{34}It was very difficult to categorize Barthes\textquotesingle{}s texts as belonging to one of the principal types of discourse with which we are familiar, and which our society takes as given,\symbol{34} (in D. Knight, p. 124).  It is difficult to define the category or categories in which he would fit.  First of all, he is frequently seen as a literary critic. Much of his early academic achievement is composed of works of literary criticism written with a semiotic approach.  His later work would reflect his reading of Kristeva, Derrida, and others, and reflect more of a post-{}structural position. The post-{}structural critiques find his most representative theme, an argument regarding \symbol{34}the death of author\symbol{34}.\myfootnote{S. Health (trans.) Rhetoric of the Image, in Image, Music, Text,. Noonday Press., , 
} His books {\itshape On Racine}, {\itshape Critical Essays}, and {\itshape Sade, Fourier, Loyola} are works that advance his thought on literature.  

To some degree his literary criticism was influenced by Jean-{}Paul Sartre.  The first book that Barthes wrote, translated into English as {\itshape Writing Degree Zero}, is in part a response to Sartre\textquotesingle{}s {\itshape What is Literature?}  This is important insofar as it would largely define Barthes\textquotesingle{}s approach not only to literature, but to other media, as well as culture in general.  

In brief, in {\itshape What is Literature} Sartre called upon the writer\textquotesingle{}s and reader\textquotesingle{}s commitment to not only their own, but also the human freedom but of others.  In {\itshape Writing Degree Zero} Barthes explored this idea of commitment through a concern with form.  Barthes\textquotesingle{}s \symbol{34}notion of writing concerns that which is communicated outside or beyond any message or content\symbol{34}. \myfootnote{Allen, G. Roland Barthes. Routledge, , 
}  For Barthes, writing in its extreme form is \symbol{34}anticommunication.\symbol{34}  

Barthes was also a cultural theorist. His thoughts are affected by existentialism, Marxism, structuralism and psychoanalysis. He developed these philosophical  ideas and theories, and in turn had influence on later theorists. He was impressed in particular by Saussure, Levi-{}Strauss, Marx, and Jacques Lacan. 

As Moriarty (1991) says, the label \symbol{34}theorist\symbol{34} as applied to Barthes is still reductive. With journalistic passion, his activity as a theorist of semiology moves into popular culture.  His style as an essayist adopted other forms.  He evolved a writing style that adopted both novelistic styles and critical or political discourse.  Even if his writings do not resemble a typical novel, they offer everything the reader might desire from a novel. (Moriarty, 1991, p.5)  

Barthes did not establish any specific theory, but he can be considered as an important thinker positioned between structuralism and post-{}structuralism.  It is not only because of his multilateral intellectual activities but also his continuous reflexive and critical consciousness about \symbol{34}right here\symbol{34} where he belonged; as a \symbol{34}New Leftist\symbol{34} he said that he was both \symbol{34}Sartrian and Marxist,\symbol{34} which means \symbol{34}existential Marxist\symbol{34}.\myfootnote{Wasserman, G.R. Roland Barthes. G. K. Hall \& Co., , 
}  He was critical about the platitudinous and depthless criticism against bourgeois literature; as a poststructuralist, he tried to overcome the limitations in structuralism.
\section{Influenced by Saussure and Lévi-{}Strauss}
\label{77}
\subsection{Saussure and Barthes}
\label{78}

Like many other structuralist scholars, Barthes was influenced by Saussure\textquotesingle{}s structural linguistics.  To Saussure, the linguistic mechanism operates on two levels, the systematic system and the variation by speaking actors. The former is called langue and the latter parole. \symbol{34}Langue is the systematized set of conventions necessary to communication, indifferent to the material of the signal which compose it; as opposed to it, speech (parole) is covers the purely individual part of language\symbol{34} (Barthes, 1967, p.13).  Barthes interprets Saussure\textquotesingle{}s linguistic system within the social dimension. The structure level, langue, is the social convention or value shared through a society which is stabilized and standardized. On the contrary, parole is flexible because it is the actual expression at the individual level. However, it is considered \textquotesingle{}relatively\textquotesingle{} flexible due to the fact that speech by an individual cannot be free from the shared convention, the structure. 

\begin{myblockquote}
\item{}
A language is therefore, ­a social institution and a system of values.  It is the social part of language, it is essentially a collective contract which one must accept in its entirety if one wishes to communicate.  It is because a language is a system of contractual values that it resists the modifications coming from a single individual and is consequently a social institution.  In contrast to language, which is both institution and system, speech is essentially an individual act of selection and actualization.  The speaking subject can use the code of the language with a view to expressing his personal thought.  It is because speech is essentially a combinative activity that it corresponds to and individual act and not to a pure creation.
(Barthes, 1967, pp. 14-{}15)

\end{myblockquote}

Focusing on the systematic level, Sausurre distinguishes the language system into two parts, the signified and the signifier. The signified is a concept or meaning which is expressed through the form. The form is called the signifier, which is the external part of language. For example, both the word \textquotesingle{}dog\textquotesingle{} in English or \textquotesingle{}gae\textquotesingle{} in Korean are the external forms expressing the actual animal dog. Here, the actual animal, the concept in question, becomes the signified.  \symbol{34}I propose to retain the word sign (signe) to designate the whole and to replace concept and sound-{}image respectively by signified (signifié) and signifier (significant); the last two terms have the advantage of indicating the opposition that separates them from each other and from the whole of which they are parts\symbol{34} (Saussure, 1959, in R. Innis (ed.), p. 37).

The correspondence of the concept/meaning to the external form is not in the destined relation, but rather, in the arbitrary relation.   It is not the inevitable internal relation but the difference between the signs that operates the signifying system. Saussure (1960) argues that \symbol{34}language does not reflect a pre-{}existent and external reality of independent objects, but constructs meaning from within itself through a series of conceptual and phonic differences\symbol{34}.\myfootnote{Barker, C. Cultural studies: Theory and practice. Sage, , 
}

According to Saussure, \symbol{34}meaning is produced through a process of selection and combination of signs along two axes, the syntagmatic (e.g. a sentence) and the paradigmatic (e.g., synonyms), organized into a signifying system\symbol{34} (Barker, 2002, p. 29).  As a grammatical set of signs or the underlying systematic order, the syntagmatic comprises a sentence, and the
paradigmatic means a field of possible signs that can be replaced with one another. Despite various possibilities in selecting the signs within the same paradigmatic, the selection is also regulated by the consensus of linguistic community members. For an example of the syntagmatic and the paradigmatic, let\textquotesingle{}s consider the following sentence: \symbol{34}I went to a theater with my girlfriend.\symbol{34} This sentence is established through the linear combination of signs.  The signs within the example, such as I theater, my, and girlfriend can be substituted for by other signs in the paradigmatic, such as \symbol{34}She went to a restaurant with her mother.\symbol{34}  Through the syntagmatic and the paradigmatic, Saussure tells us that signs are operated only when they are related to each other. \symbol{34}Crucially, signs do not make sense by virtue of reference to entities in an independent object world; rather, they generate meaning by reference to each other.  Thus, meaning is understood as a social convention organized through the relations between signs\symbol{34} (Barker, C., 2002, p. 29).

\symbol{34}It is central to Saussure\textquotesingle{}s argument that red is meaningful in relation to the difference between red, green, amber, etc. These signs are then organized into a sequence which generates meaning through the cultural conventions of their usage within a particular context. Thus, traffic lights deploy \textquotesingle{}red\textquotesingle{} to signify \textquotesingle{}stop,\textquotesingle{} and \textquotesingle{}green\textquotesingle{} to signify \textquotesingle{}go.\textquotesingle{}  This is the cultural code of traffic systems which temporally fixes the relationship between colours and meanings.  Signs become naturalized codes. The apparent transparency of meaning (we know when to stop or go) is an outcome of cultural habituation, the effect of which is to conceal the practices of cultural coding\symbol{34}.\myfootnote{Barker, C. Cultural studies: Theory and practice. Sage, , 
}  As Barker explains, even though there might be infinite possibilities to change the relation between the signified and the signifier due to its arbitrariness, this relationship is limited and stabilized through consensus within the particular social and historical contexts. Even though Saussure\textquotesingle{}s study itself is limited to linguistics, it suggests the possibility of the study of culture as signs.  Barthes is one of the most popular scholars who expanded Saussure\textquotesingle{}s concepts to interpreting cultural phenomenon as \symbol{34}codes.\symbol{34}
\subsection{Lévi-{}Strauss}
\label{79}

Lévi-{}Strauss is another structuralist who influenced Barthes.  Lévi-{}Strauss was an anthropologist who applied Saussure\textquotesingle{}s theory to anthropological areas of study, such as kinship.  \symbol{34}Although they belong to another order of reality, kinship phenomena are of the same type as linguistic phenomena\symbol{34} (Lévi-{}Struass, 1963, in R. Innis, p.113).  Lévi-{}Strauss accepted Saussure\textquotesingle{}s idea that \symbol{34}Language (langue), on the contrary to speech (language), is a self-{}contained whole and a principle of classification. As soon as we give language first place among the facts of speech, we introduce a natural order into a mass that lends itself to no other classification the norm of all other manifestations of speech\symbol{34} (Saussure, 1959, in R. Innis (ed.), p.29).  He went further, however, by conceptualizing language itself as the production of its society.

Like Saussure, Lévi-{}Strauss focused on the structure of language, and sought to find the hidden structures that he believed to exist in archetypes.  Based on the laws of language underlying speech, he specifically tried to uncover the underlying substructure of various cultural phenomena such as customs, rites, habits, and gestures -{} \symbol{34}phenomena which themselves said to be intrinsic to the creation of language\symbol{34} (Kurzweil, 1982, p. 64).   He also examined the underlying structure of the myth.  \symbol{34}Its substance does not lie in its style, its original music, or its syntax, but in the story which it tells.  Myth is language, functioning on an especially high level where meaning succeeds practically at \textquotesingle{}taking off\textquotesingle{} from the linguistic ground on which it keeps on rolling\symbol{34} (Lévi-{}Strauss, 1955, in H. Adams \& L. Searle (Eds.), p. 811).

Kurzweil (1982) indicates that Barthes questioned why the dimensions of time often become irrelevant for creative writers.  This question is very similar to that of Lévi-{}Strauss, who wrote, \symbol{34}With myth, everything becomes possible.  But on the other hand, this apparent arbitrariness is belied by the astounding similarity between myths collected in widely different regions.\symbol{34}  Lévi-{}Strauss (1955) explains this problem, \symbol{34}Therefore the problem: If the content of a myth is contingent, how are we going to explain the fact that myths throughout the world are so similar?\symbol{34} (p. 810).  It seems natural that Barthes was attracted to Lévi-{}Strauss\textquotesingle{}s findings of the similarities between tribal myths in discrete cultures, as well as between structural elements in the lives and tales of diverse tribes.

Through his work, Lévi-{}Strauss believed that there would be one universal system connecting all myths and all societies.  Barthes, despite not being a Marxist, but working as a scholar who wanted to reveal the false notions in petite-{}bourgeois ideology, adopted Levi-{}Strauss\textquotesingle{}s systemic approach (Kurzweil, E., 1982, p. 64-{}69).  He expected to analyze all past and future creative acts and works through the language their authors used, and argued that these authors were no more than expressions of their times and societies (Kurzweil, E., 1982, pp. 64-{}69).
\subsection{Barthes goes further}
\label{80}

Barthes was able to expand upon the work of these scholars.  His classified concepts, such as Language and Speech, Signified and Signifier, Syntagm and System, Denotation and Connotation (Barthes, 1968, trans. Cape, J., p. 12) expanded on Saussure\textquotesingle{}s work.  For example, he added the concept of \symbol{34}the motivated\symbol{34} as the middle concept between \symbol{34}the icon\symbol{34} as only one functional meaning and \symbol{34}the arbitrary\symbol{34} as infinite possible meanings.  \symbol{34}The motivated is carefully defined by accepted conventions; national flags or uniforms are begin to merge into the motivated when they give rise to the wearing of civilian clothes that have a complex but nevertheless very clear set of associations in the particular society in which they have grown up.\symbol{34} \myfootnote{Thody, P. Introducing Barthes. Totem Books, , 
}

Also, while Lévi-{}Strauss sought for the universality throughout all different kinds of myths, Barthes emphasized on the potential of difference as a role of language, especially in his later thought.  Barthes thus becomes a link between structuralism and post-{}structuralism.
\section{Barthes and mass communication}
\label{81}

In Communication Studies, the reason Roland Barthes can be considered an important scholar is that he applied linguistic rules to general cultural codes, from a magazine \symbol{34}text\symbol{34} to an \symbol{34}image\symbol{34} in
advertisements.  His approach to cultural products becomes a good
example in today\textquotesingle{}s Cultural Studies, Critical Communication and various
semiotic analyses of media programs or in Visual Communication field.

Books most related to media culture among Barthes\textquotesingle{}s writings are
Elements of Semiology (1964), the Fashion System (1967) and Mythologies (1957). These are perhaps the most \symbol{34}structuralistic\symbol{34} of his works.
\subsection{Elements of Semiology}
\label{82}

{\itshape Elements of Semiology} does not analyze popular culture directly.  Rather, Barthes shows his critical interest in mass culture, writing about the value of semiological analyses of mass cultural products in an era of mass communication.   \symbol{34}The development of mass communications confers particular relevance today upon the vast field of signifying media, just when the success of disciplines such as linguistics, information theory, formal logic and structural anthropology provide semantic analysis with new instruments\symbol{34} (Barthes, 1964, p. 9).

With {\itshape Elements of Semiology}, Barthes introduced four classifications of the elements that create the process of semiological analysis.  These classifications are borrowed from structural linguistics, and consist of the categories of language and speech, signified and signifier, syntagm and system, and denotation and connotation (Barthes, 1964).
{\bfseries
\begin{mydescription} Language and Speech 
\end{mydescription}
}
\begin{myquote}\item{} Barthes (1964) applied the concepts of language, or the part of the semiological system which is agreed upon by society, and speech, or the individual selection of symbols, to semiological systems.  The application of these concepts can be applied to the semiological study of the food system.  According to Barthes (1964), a person is free to create their own menu, using personal variations in food combinations, and this will become their speech or message.  This is done with the overall national, regional, and social structures of the language of food in mind (Barthes, 1964).  Barthes (1964) then expanded on Saussure’s terms, by explaining that language is not really socially determined by the masses, but is sometimes determined by a small group of individuals, somewhat changing the relationship of language and speech.  Barthes (1964) claims that a semiological system can essentially exist in which there is language, but little or no speech.  In this case, Barthes (1964) believes that a third element called matter, which would provide signification, would need to be added to the language/speech system.  
\end{myquote}

{\bfseries
\begin{mydescription} Signifier and Signified 
\end{mydescription}
}
\begin{myquote}\item{} For Saussure (1959), the signified was a representation of a concept, while the signifier was used to represent the sound-{}image of that concept.  Barthes (1964) points out that the importance of both the signified and the signifier is the relationship between them; it is within this relationship that meaning is created.  “…that the words in the field derive their meaning only from their opposition to one another (usually in pairs), and that if these oppositions are preserved, the meaning is unambiguous” (Barthes, 1964, p. 38).  Out of this relationship, the sign is created.  Saussure (1959)  considered the sign to be arbitrary in nature, based primarily on the relationship between the signified and the signifier.  Barthes (1964) explained that the sign can no longer be arbitrary when semiological systems are considered.  Instead, Barthes shows that once a sign takes on a function or use, it will gain its own meaning in the process.  “…as soon as there is a society, every usage is converted into a sign of itself” (Barthes, 1964, p. 41).  The sign can actually lose its arbitrary nature and become motivated (Barthes, 1964).
\end{myquote}

{\bfseries
\begin{mydescription} Syntagm and System 
\end{mydescription}
}
\begin{myquote}\item{} Barthes (1964) defines the syntagm as a linear combination of signs.  Within semantic analyses, this would be something like a sentence, where each term is related to the other terms within the phrase (Barthes, 1964).  The syntagm is compared to the system, which explains associations on the same level, such as how certain words relate to the meaning of other words within our minds, as in the case of the relations between “education” and “training” (Barthes, 1964, p. 58).  Barthes expands upon these ideas by applying them semiologically to various systems, including food.  With food, the systematic level becomes the various dishes within a particular category (i.e. types of desserts), whereas the syntagmatic level becomes the menu choices selected for a full meal (Barthes, 1964).  
\end{myquote}

{\bfseries
\begin{mydescription} Denotation and Connotation 
\end{mydescription}
}
\begin{myquote}\item{} The terms denotation and connotation were used by Barthes for examining the relationships between systems.  Each semiological system can be thought of as consisting of an expression, a plane of content, and a relation between the two (Barthes, 1964).  A connotation then examines how one system can act as a signifier of this first relation, specifically how it represents the expression within the first system (Barthes, 1964).  These elements were particularly useful for examining relations between systems of symbols, rather than just relations between elements.
\end{myquote}


Despite the theoretical discussion, {\itshape Elements of Semiology} offers Barthes\textquotesingle{}s own interpretation about the political or existential conditions. He recommends a \symbol{34}total ideological description\symbol{34} (Barthes, 1964, p. 46) of the culture to \symbol{34}rediscover the articulations which men impose on reality\symbol{34} (Barthes, 1964, p.57).  \symbol{34}Semiology will describe how reality is divided up, given meaning and then \textquotesingle{}naturalized\textquotesingle{} (Barthes, pp. 63-{}4), as if culture
were nature itself.\symbol{34} (Rylance, 1994, p. 38)
\subsection{The Fashion System}
\label{83}

Barthes most bitterly denounces consumerism in the Fashion System.  \symbol{34}In the Fashion System, he asked how the fashion model
projects what clothes are to be worn (and bought); what effect (of
luxury and availability to all) the expensive production of the
magazines themselves produces on readers; how color, texture, belts, or hats, depending upon their combination, transmit messages in relation to morning or evening activities; and how we thereby learn that there are rules of dress for every occasion-{}rules that parallel the transformations and oppositions we know in language.  Barthes expected to reconstruct all the social implications, codes, and messages hidden in the literature on fashion\symbol{34} (Kurzweil, E., 1982, p. 72).

Although this work is worthwhile in that the fashion magazine of mass culture can be analyzed with the same method as the so-{}called high culture is, Barthes failed to distinguish the commercial and the popular. Kurzweil (1982) indicates that Barthes also failed to distinguish between what is just sold and what people actually do with it, i.e., what people do with consumer goods, apart from buying them.(p.75) This negative attitude toward mass culture and consumerism was a common tendency of leftist intellectuals in Europe at that time.  It also helps explain why intellectuals at that time called cultural products mass culture, and not popular culture.
\subsection{Mythologies}
\label{84}

{\itshape Mythologies} is a compilation of a series of articles, which were originally published in the magazine {\itshape Les Lettre Nouvelles} between 1953 and 1956. Even if it is not a theoretical work, it is perhaps the most influential of all Barthes\textquotesingle{}s writings, particularly in relation to Communication Studies.  Barthes\textquotesingle{}s biographer even suggests that in France, {\itshape Mythologies} influenced not just journalists and critics, but novelists and the film-{}makers of the \symbol{34}New Wave,\symbol{34} especially Godard (Rylance, R., 1994, p.43).

In {\itshape Mythologies}, inconsistent subjects, such as wrestling, photographs, film or wine are all treated as myth.  These diverse subjects can be bound together, as Barthes did not intend to talk about the subjects themselves, but to show how their underlying messages can be circulated and naturalized.  The subjects treated in {\itshape Mythologies} share a similar circulation process within mass culture.

For example, professional wrestling carries two messages, \symbol{34}wrestling as sport\symbol{34} and \symbol{34}wrestling as spectacle\symbol{34}.\myfootnote{Thody, P. Introducing Barthes. Totem Books, , 
}  Barthes compares professional wrestling with Greek theater to demonstrate that audiences are not so much interested in athletic contests as they are in a cathartic, Manichean performance.   These double messages are shared by the audience as well.  Audiences are not only accustomed to the conventions of wrestling but also take pleasure out of the double nature of wrestling.  Barthes reflects that a wrestling match is not merely an aesthetic act but has ideological significance as well, just as is the case with the realistic art enjoyed by the petit-{}bourgeois.

In the case of wine, he argues that the wine is signified as of
Frenchness or of virility in French culture but in fact, the image of wine is a mystification.  Knowledge about types of wine obscures the fact that wine is not so different from other commodities produced under capitalism, and lands in North Africa and Muslim laborers, neither of which are of Frenchness, are exploited in its production.

Barthes (1972) also examplified the advertisement of soap in order to show such mystification 
The advertisement compares two brands with each other and sheds light on the issue of selection between two brands as a 
matter of importance.  It blurs the fact that both brands are actually produced by the same multinational company.
Through these examples in mass culture, he suggests the consistent argument that \symbol{34}a message is read into some substance, custom or
attitude that seemed to carry its own justification in terms purely of practical use.  The message thus revealed turns out to be concealing the operation of socio-{}economic structures that require to be denounced, both because they are concealing their identity and because that identity is inherently exploitative\symbol{34} (Mortiary, 1991, p. 21).
\subsection{\symbol{34}Myth Today\symbol{34} in {\itshape Mythologies}}
\label{85}

As the concluding chapter in {\itshape Mythologies}, \symbol{34}Myth Today\symbol{34} combines the various cases into a unified theoretical idea.  Here, Barthes
conceptualizes myth as \symbol{34}a system of communication, that it is a message cannot be possibly be an object, a concept, or an idea; it is a mode of signification, a form\symbol{34} (Barthes, 1972, p. 109)  Also, he analyzes the process of myth concretely, presenting specific examples.

Based on Saussure\textquotesingle{}s definitions, Barthes argues that signification can be separated into denotation and connotation.  \symbol{34}Denotation is the descriptive and literal level of meaning shared by most of members within a culture; connotation, on the other hand, is the meaning generated by connecting signifiers to the wider cultural concerns, such as the beliefs, attitudes, frameworks and ideologies of a social formation.\symbol{34}\myfootnote{Barker, C. Cultural studies: Theory and practice. Sage, , 
}

Myth is the signification in connotative level.  \symbol{34}Where connotation has become naturalized as hegemonic, that is, accepted as normal and natural, is acts as conceptual maps of meaning by which to make sense of the world. These are myth.\symbol{34} \myfootnote{Barker, C. Cultural studies: Theory and practice. Sage, , 
}  If a certain sign is adopted repetitiously in the syntagmatical dimension, this particular adoption is seen as more suitable than applications of other alternatives in the paradigmatic.  Then, the connotation of the sign becomes naturalized and normalized.  Naturalization of myth is nothing but a cultural construct.

Myth is \symbol{34}a second-{}order semiological system. That which is a sign in the first system (namely the associative total of a concept and an image) becomes a mere signifier in the second\symbol{34} (Barthes, 1972, p. 114)  Barthes defines the sign in the first-{}order system, or language, as the language-{}object, and the myth as metalanguage.

In order to advance his argument, he uses two examples, that of a sentence in Latin grammar textbook and a photograph of a black
soldier.  The signified of the sentence and the photograph in the first-{}order system disappears when the sign becomes the form for the concept in the second-{}order system.  The sentence loses its own story and becomes just a grammatical example.  The factual discourse about the young black soldier is also obscured by the lack of context concerning French imperialism.  According to Barthes\textquotesingle{}s table (Barthes, 1972, trans. A. Leavers, p. 115), the examples can be drawn like below.

\begin{longtable}{>{\RaggedRight}p{0.18131\linewidth}>{\RaggedRight}p{0.32422\linewidth}>{\RaggedRight}p{0.37393\linewidth}} 
\multicolumn{3}{>{\RaggedRight}p{0.95982\linewidth}}{{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} table 1. Barthes\textquotesingle{}s model}}\endhead  \multirow{2}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Language }&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 1.signifier &\hspace*{0pt}\ignorespaces{}\hspace*{0pt}  2.signified\\ \multicolumn{1}{c}{}&\multicolumn{2}{>{\RaggedRight}p{0.72866\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 3. sign}\\ \multirow{2}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} MYTH}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIER (FORM) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIED(CONCEPT)\\ \multicolumn{1}{c}{}&\multicolumn{2}{>{\RaggedRight}p{0.72866\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGN (SIGNIFICATION)} 
\end{longtable}


\begin{longtable}{>{\RaggedRight}p{0.15285\linewidth}>{\RaggedRight}p{0.34120\linewidth}>{\RaggedRight}p{0.38542\linewidth}} 
\multicolumn{3}{>{\RaggedRight}p{0.95982\linewidth}}{{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} table 2. example 1: Latin grammar \symbol{34}quia ego nominor leo\symbol{34}}}\endhead  \multirow{3}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Language}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 1. signified &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 2. signified\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (quia ego nominor leo) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (because my name is lion)\\ \multicolumn{1}{c}{}&\multicolumn{2}{>{\RaggedRight}p{0.75836\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 3. sign}\\ \multirow{3}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} MYTH}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIER (FORM) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIED (CONCEPT)\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (because my name is lion) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (I am a grammatical example)\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}  &\multicolumn{2}{>{\RaggedRight}p{0.40226\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGN (SIGNIFICATION)} 
\end{longtable}


\begin{longtable}{>{\RaggedRight}p{0.12789\linewidth}>{\RaggedRight}p{0.44915\linewidth}>{\RaggedRight}p{0.30243\linewidth}} 
\multicolumn{3}{>{\RaggedRight}p{0.95982\linewidth}}{{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} table 3. example: photograph}}\endhead  \multirow{3}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Language}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 1. signifier &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 2. signified\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (photograph of black\newline{}soldier saluting) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (A black soldier is\newline{}giving the French salute)\\ \multicolumn{1}{c}{}&\multicolumn{2}{>{\RaggedRight}p{0.78441\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 3. sign}\\ \multirow{3}{\linewidth}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} MYTH}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIER (FORM) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGNIFIED (CONCEPT)\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (A black soldier is\newline{}giving the French salute) &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} (Great French empire,\newline{}all her sons equal, etc.)\\ \multicolumn{1}{c}{}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}  &\multicolumn{2}{>{\RaggedRight}p{0.31564\linewidth}}{\hspace*{0pt}\ignorespaces{}\hspace*{0pt} SIGN (SIGNIFICATION)} 
\end{longtable}


The signification of myth deletes the history or narrative of the sign and fills up the empty space with the intentioned new meaning.  \symbol{34}Myth is thus not just a message, but a message that is political by depoliticizing. It turns history into essence, culture into Nature, and obscures the role of human beings in producing the structures they inhabit and thus their capacity to change them\symbol{34} (Moriarty, 1991, p. 28)
\subsection{Rhetoric of the Image}
\label{86}

As Barthes says in Mythologies, \symbol{34}We must here recall that the materials of mythical speech (the language itself, photography, painting, posters, rituals, objects, etc.), however different at the start, are reduced to a pure signifying function as soon as they are caught by myth\symbol{34} (Barthes, 1972, p. 114).  He applies his semiological analysis into other visual materials. For instance, in the Panzani advertisement analyzed in \symbol{34}Rhetoric of the Image,\symbol{34} he analyzes three kinds of message: a linguistic message, a coded iconic message, and a non-{}coded iconic message (the cultural message). He also reflects about the relationship between linguistic message and image.  He devised the concepts of \symbol{34}anchorage\symbol{34} which is the faculty for the linguistic message to control the meaning of the image, and \symbol{34}relay,\symbol{34} the supportive relationship of text and image.  Anchorage and relay are useful conceptual tools in analyzing media products such as news, advertisements, or soap operas.
\section{\symbol{34}Lived in the plural\symbol{34}}
\label{87}
\subsection{Shift to post-{}structuralism}
\label{88}

According to many commentators, by the end of the 1960s, Barthes\textquotesingle{}s work shifted from structuralism to post-{}structuralism.  Although it can be valued in that it turns theoretical reorientation from the value of the individual unit towards system, function and structure, structuralism has been criticized due to its methodological limitations.  Two of the main problems of structuralism were that the overemphasis on how to function results in the negligence of reflection on history or value-{}judgment, and also that it ignores the individual agency-{}parole, pragmatic etc., focusing too much on structure or system-{}langue, syntagmatic.  As a result, the post-{}structuralism school began to challenge the \symbol{34}objectivity\symbol{34} which was assumed in language as \symbol{34}a reliable yardstick for the measurement of other signifying system,\symbol{34} even though they agreed with the argument of structuralism that \symbol{34}analysis of language is central to any modern intellectual project\symbol{34} (Rylance, 1994, p. 66)

As Rylance (1994) says, \symbol{34}Barthes\textquotesingle{}s structuralism, as well as resuming earlier themes, contains a number of his later anti-{}structuralist positions.\symbol{34}(p.32)  For example, \symbol{34}despite his agreement with Saussure\textquotesingle{}s concepts, \textquotesingle{}langue\textquotesingle{} and \textquotesingle{}parole\textquotesingle{} in {\itshape Elements of Semiology} (1964), Barthes casts doubt on their limitation; he realizes that it also downgrades individual language use and the model is undeviatingly controlling which langue controls parole, asking \textquotesingle{}if everything in langue is so rigid, how does change or new work come about?\textquotesingle{}\symbol{34} (Rylance, 1991, p. 40).  Barthes was consistently aware of problems of structuralism and eventually gave up parts of it in his later works.

\symbol{34}Instead of having one stable denotive meaning, signs are said by the later Barthes to be polysemic, that is, they carry many potential meanings.\symbol{34}\myfootnote{Barker, C. Cultural studies: Theory and practice. Sage, , 
} In his later days, Barthes difinitely emphasized in the difference rather than focusing on
repetition. He focuses more on the text, aware of the cleavage between writer and writing.

His shift can be understood as a rethinking of the biased preposition of the language systems.  \symbol{34}Despite his anti-{}idealist view of the subject as a product of cultural forces rather than an origin, his hedonistic idea of the body in Pleasure of the Text (1975) re-{}centers the self as a transhistorical source of meaning.\symbol{34} (Haney, 1989, in Semiotica, p. 313)  This admits the relative autonomy of the parole from the langue. At the same time, it opens the plurality of meaning.  This is revealed in his discussion about writing and reading.
\subsection{Writing and Reading}
\label{89}

Barthes argues that writing lies in between the historical and the personal.  The text is thus the interplay between the writer\textquotesingle{}s freedom and society.  \symbol{34}A language and a style are data prior to all problematic of language; but the formal identity of the writer is truly established only outside of permanence of grammatical norms and stylistic constraints.  It thus commits the writer to manifest and communicate a state of happiness or malaise, and links the form of his utterance, which is at once normal and singular, to the vast History of the Others\symbol{34} (Barthes, 1968, p.14; Haney, W. 1989, p. 319)

His thought about reading further expands the potential of meaning.  He separates reading into two categories, the \symbol{34}writerly/scriptable\symbol{34} and the \symbol{34}readerly/legible.\symbol{34}  The writerly reading means that a reader participates actively in producing meanings as if he/she re-{}writes the text.  \symbol{34}The text which makes this activity possible resists being appropriated by paraphrase or critical commentary because it escapes conventional categories of genre, and hence cannot be read as a representation, cannot even be reduced to a structure.\symbol{34} (Moriarty, 1991, p. 118)  A reader finds pleasure from reading the writerly text.  The readerly text is opposite to the writerly, which makes the reader passive in interpreting the text.
\subsection{Camera Lucida}
\label{90}

The pleasure of interpretation by the interplay between langue and parole or the history and the individual creation is also applied to his speculation about photography.  {\itshape Camera Lucida} a meditation on the photographic, was to be his last work.  In this Barthes examined two elements that for him comprised the meaning of image, the studium and the punctum. The studium of a photograph presents meanings which are culturally coded, and corresponds to the photograph\textquotesingle{}s symbolic meaning.  The punctum, on the other hand, disturbs the obvious meaning in photographs.  It \symbol{34}puntuates\symbol{34} the meaning of the photograph.  For example, in a Lewis Hine photo, Barthes points to a girl\textquotesingle{}s bandaged finger, and a boy\textquotesingle{}s collar.  The problem, as Barthes was aware, is that when Barthes points out these details, they move from the status of punctum to that of studium.\myfootnote{Allen, G. Roland Barthes. Routledge, , 
}  

As the writerly reading touches the creative participation of readers in interpreting the text, the image also can be the writerly text which arouses the pleasure of interpretation of appreciator thanks to puctum. According to Barthes, studium is always coded, while punctum is not.

Even though they retain their heterogeneity to each other, they are not opposed to each other. The \symbol{34}subtle beyond\symbol{34} of the punctum, the uncoded beyond, exists with the \symbol{34}always coded\symbol{34} of the stadium. (Derrida, 1981, in Knight, 2000, pp. 130-{}131)
\section{Conclusion}
\label{91}

Roland Barthes had lived with his mother for much of his life.  After her death in 1977 he reflected, \symbol{34}From now on I could do no more than await my total, undialectical death\symbol{34} (cited in Allen, 2003, 134).  In March of 1980 he was struck by a laundry truck, and died after a month in hospital.  

Barthes\textquotesingle{}s thought is inter-{}related with the arguments of other post-{}structuralists.  Later in his career Barthes sought to define langue and parole as discrete but intermingled entities.  The interplay of the contradictory elements happens between writer and history, text and audience, or the structured and the abrupt widens the horizon of meaning.  

Barthes is enigmatic in that both the focus of his work and writing style are hard to concretely define.  He \symbol{34}lived in the plural\symbol{34} (Derrida, 1981, in D. Knight, (ed.), p. 132)  As Todorov (1981) commented, \symbol{34}No one would ever again think of Barthes as a semiologist, a sociologist, a linguist, even though he might have lent his voice to each of those figures in succession; nor would they think of him as philosopher or a \textquotesingle{}theorist\textquotesingle{}\symbol{34} (in D. Knight (ed.) p. 125).  Barthes nonetheless was a semiologist, sociologist, linguist and a theorist.

Barthes is important to the field of Critical Communication in that he applied a semiological approach to media culture.  His thought can also be regarded as a foundation for empirical research about the relationship between messages and audiences, in that he argued for the plurality of the message meaning produced through the interwork of structure and agency.
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This paper serves as an analysis of the contribution of Walter J. Ong, S. J. It serves as an overview of his work as it relates to the discipline of Communication. The chapter draws heavily from the work of Soukup (2004) and Farrell (2000) as their contribution to the scholar is impressive and thorough. Specifically, the chapter draws from the framework of contribution from Soukup’s (2004) article, which identifies Ong’s contribution in five specific ways throughout a 60 year academic career. In addition to Ong’s contribution to the discipline, the paper also serves to examine the influence wielded by Ong over his career on other scholars. It also serves to examine the influence peers on Ong’s career.
\section{An Historical Review of Ong}
\label{96}

The discipline of Communication is filled with scholars who have made a significant contribution to advancing the field. Walter J. Ong, S. J. would certainly have to be mentioned as being one in such a category of scholars. In order to develop an appreciation for him as a scholar it is important to know where he came from. There are few who have such a unique background. He was a scholar who not only pursued the academic end of education, but also pursued a formal spiritual education. His background is impressive to read academically: B. A. in Classics (Rockhurst College, 1933); B. A. in Philosophy (St. Louis University, 1941); Theology degree (St. Louis University, 1948); M. A. in English (St. Louis University, 1941); Ph. D. in English (Harvard, 1954) (Soukup, 2004). The resume of degrees is worth mentioning because it provides a backdrop of the diversity of formal education that Ong had achieved throughout his lifetime. According to Wikipedia, Reverend Ong was, “a world-{}class thinker known today as an honorary guru among technophiles, was a Jesuit priest, professor of English literature, cultural and religions historian, linguist, and philosopher” (Retrieved September 30, 2005, from \myplainurl{http://en.wikipedia.org/wiki/Walter_Ong).} White (as cited in Farrell, 2000) further identified that Ong’s contribution to scholarship touched on five specific areas: literary studies, communication, theology and religious studies, psychology, intellectual history, and linguistics. The broad spectrum of knowledge produced by such a unique individual is what further promotes conversation about his influence and his legacy over time.
\section{Framing the Chapter}
\label{97}

Ong’s many contributions to the discipline over his 60-{}year career cannot be easily condensed into a brief chapter. Soukup (2004) identified five specific parameters of his contribution that this chapter will adopt for framing purposes: historical studies of rhetoric; visual images and habits of thought; the word; stages of communication media; and finally, digital media and hermeneutics. These contributions tie into the study of communication. In addition to the work of Soukup, the chapter will also draw from the insight of Farrell (2000). Both scholars provide excellent commentary on Ong and his influence on communication and related disciplines. Interwoven within the chapter will be the mention of other scholars who were seen to be influences, peers, and understudies of Ong. The reality of Ong’s legacy is a strong testament to a solid career in scholarship.
\section{Ong and His Historical Studies of Rhetoric}
\label{98}

In an interview with Soukup (personal communication, September 16, 2005) it is clear that the framed parameters of Ong’s contribution to the discipline are connected to the development of his academic career. It is important to note at this point that mapping Ong’s career academically through an historic paradigm would serve the reader best. One can get a better feel for the development of his thought processes over time as well as an understanding of those who influenced (or were influenced by him) along the way. A starting point would bring us to Ong’s examination of rhetoric through historical frames. Ong’s Harvard dissertation focused on scholar Peter Ramus (1515-{}1572), a 16th century Parisian professor and educational reformer (Soukup, 2004). While at Harvard, Ong focused on Ramus’ interest in the development of the printing press and his focus on the question of if we should be re-{}thinking the way in which rhetoric was taught. Soukup summarized Ong\textquotesingle{}s focus on Ramus and his studies of rhetoric:

\begin{myblockquote}
\item{}
The study of Ramus plays a central role in Ong’s thinking about communication, one that extends far beyond the history of rhetoric. From classical times through the Renaissance, rhetoric defined not only how people spoke, but how people analyzed and solved problems. In many ways, because rhetoric more or less defined education, it defined, through education, the dominant ways of thinking. Several changes occurred shortly before or during Ramus’s lifetime. Ong noticed two key changes in western thought, manifest in Ramus’s writing: a shift away from rhetoric (with its emphasis on probable knowledge) to logic (with its emphasis on proofs and truth); a shift from hearing spoken argumentation to see a written demonstration. And Ong noticed how printing changed the school environment. It was here that Ong first made the connection between communication form (hearing, seeing), communication media, and thought processes. (2004, p. 4)

\end{myblockquote}

Ramus was a part of something that Ong found interesting. Western thought was making a transition away from rhetoric that could be seen in terms of logical probability in discussion, to logic that was grounded more in seeking concrete truth and proof for reasoning. A good resource concerning the history of rhetoric and Western thinking comes from the work of the editors Golden, Berquist, Coleman \& Sproule (2004). The text maps the development of rhetoric within a western context of thinking, providing a great overview of the history of rhetoric in the west.  Further, the idea of written demonstration as opposed to spoken argumentation was in some ways a shift of preference. A review of Ramist Rhetoric from Ong (1958a) demonstrated a sort of mapped explanation of the transition of rhetoric (specifically, Ramist Rhetoric is Chapter Twelve). Soukup (2004) mentioned it extensively. The transitional development of rhetoric in comparison to logic was anything but a source of absolute clarity. Farrell (2000) further noted that such an analysis from Ong was focused on the contrast of expression that dealt with both sound and sight. It would be foolish to consider the transition smooth and marked. The shift in cultural learning is one that mapped over time. It was more a process than a marked chasm or divide. Ong (1971a) stated that, “there is no total theoretical statement of the nature of either rhetoric or logic, much less their interrelation. Conceivably such a statement might finally be achieved at the end of history, when rhetoric and logic would be outmoded” (p. 7). Ong’s comment seemed more in line with the idea that hindsight and retrospect will have the final say when either of the approaches to knowledge and learning would seem obsolete.

Historically, Ramus derived a good deal of thought strongly relative to the transitional shift from that of logic to proof. In some respects, Ong saw Ramus as a product of the times in which he lived. Soukup (2004) commented:

\begin{myblockquote}
\item{}
Ramus was above all a teacher and that shaped his approach to developing both his dialectic and his rhetoric in an age when printing changed the school environment. He lived at a time when science also changed the learning environment. (p.6)

\end{myblockquote}

Ong (1958a, 1958b) noted the transition of Ramus away from knowledge through the traditional form of instructional teaching to that of objects and diagrams. The thought of knowledge derived through diagrams and objects is the direction that Ramus seemed headed toward. Inclusive within this shift is the awareness of how we arrive at knowledge. The pedagogical shift here is important. In the transition, knowledge can be derived from the visual perspective as well as that of the oral perspective. Seeing diagrams, objects, and symbols in print to arrive at knowledge is what ultimately what Ong focused in on. Much of this can be attributed to the development an invention that rocked society in its ability to learn, distribute, and store knowledge in Ramus’s lifetime—the printing press. 

Printing was changing how people learned, and it was happening in Ramus’s lifetime. In terms of why Ong focused in on this particular aspect, something from his cultural/spiritual background began to emerge. Ong had a background in biblical studies (he was a Roman Catholic priest). He was interested with the difference in learning attributed to Hebrew culture and to Greek and Latin culture (P. Soukup, personal communication, September 16, 2005). Soukup commented on the idea that Hebrew culture was much more focused on sound and the spoken word. He further mentioned that the Greek and Latin culture of learning was more visual, focused on image. Ong focused in on how Ramus analyzed the transition away from oral as a primary form of comprehension to literate and the incorporation of visual images. Ramus became entrenched with the aspect of printing and was widely seen as a publishing and pedagogical guru (Soukup, 2004). This focus of transformation of knowledge became a continued theme that he would work closely with and develop further throughout his career. A brief quote from Ong (1968) made this apparent:

\begin{myblockquote}
\item{}
We have reached a period today when the accumulation of knowledge has made possible    insights of new clarity and depth into the history of knowledge itself. Growth of knowledge soon produces growth in knowledge about knowledge, its constitution, and its history, for knowledge is of itself reflective. Given time, it will try to explain not only the world but itself more and more. (p. 8)

\end{myblockquote}

Ong\textquotesingle{}s assessment of Ramus is exhaustive. It is strongly encouraged that if the reader finds a greater interest in this particular area of commentary, they should seek out Soukup’s (2004) article as well as a copy of Ong’s dissertation and additional commentary. His contribution to the examination of rhetoric is amazing. Ong was impressive in his analysis of Ramus and the contribution he made to the development of knowledge, primarily through a transition from orality to literacy via the significant development of the printing press. So powerful and striking was Ong’s analysis of Ramus that McLuhan (1962) cited him extensively in his influential book, {\itshape The Gutenberg Galaxy: The Making of Typographic Man}. McLuhan is a central figure in the discipline, and was instrumental in guiding Ong in the move to Harvard where he pursued his Ph.D. in English. Refer to the work McLuhan (1962, 1964) and Neil (1993) regarding McLuhan, as he is widely instrumental in advancing the field.

The influence of Ong’s thoughts relative to the history of rhetoric can be felt even today. The work of Poster (2000), Moss (2004), Youngkin (1995), Kaufer \& Butler (1996) serve as examples of many scholars who have followed and contributed further to Ong’s assessment of rhetoric. There is much more that could be said regarding this section of Ong’s influence and scholarship. However, there is more that must be said in different areas regarding Ong’s influence in 60 years of work.
\section{Visual Images and Habits of Thought}
\label{99}

Ong went on from his dissertation to leave a rather large impression on the discipline. As touched upon briefly in the commentary of his analysis of Ramus, Ong began to focus on the shift from oral to visual in learning. As Soukup (2004) notes, rhetoric shaped the thought process of society through its use in education. As a pedagogical tool, it helped people create and transmit knowledge. Over time however, the process of learning and obtaining knowledge and information began to look different. This section will focus on the transformation of learning and knowledge throughout time.

Over time, the way we learn has changed. Ong (1962a) was very interested in this, particularly when it came to analyzing a transformation of knowledge from that of spoken word to that of text:

\begin{myblockquote}
\item{}
In many ways, the greatest shift in the way of conceiving knowledge between the ancient and the modern world takes place in the movement from a pole where knowledge is conceived of in terms of discourse and hearing and persons to one where it is conceived of in terms of observation and sight and objects. This shift dominates all others in Western intellectual history, and as compared to it, the supposed shift from a deductive to an inductive method pales into insignificance. For, in terms of this shift, the coming into prominence of deduction, which must be thought of in terms of visual, not auditory, analogies—the ‘drawing’ of conclusions, and so on, not the ‘hearing’ of a master—is already a shift toward the visual and a preparatory step for induction, from which deduction was never entirely separated anyhow. Stress on induction follows the stress on deduction as manifesting a still further visualization in the approach to knowledge, with tactics based on ‘observation,’ and approach preferably through sight. (pp. 70-{}71)

\end{myblockquote}

Learning in the Western tradition shifted from being centered on discourse to observation and sight, bringing rhetoric and logic together. Rhetorical pedogogy relied on discourse and apprenticeship with a master teacher. The shift to observational approaches allowed for collective growth of knowledge, rather than reliance on a group of earlier \symbol{34}masters.\symbol{34} As the process of learning develops, the ability for those to not simply learn from a master, but to learn from observation and drawing conclusions promotes logic rather than discourse. Likewise, there evolves a shift in focus from the guiding teacher to the autonomous learner. This analysis was only one of a number of reformist critiques of education; such reforms are common throughout history. As Ong (1962b) pointed out:

\begin{myblockquote}
\item{}
Everybody today, it seems, wants to reform education. It would be interesting if this ambition were a mark of our times. But it is not, for an ambition to reform education is found in most of the ages known to civilization. (p. 149)

\end{myblockquote}

When Ong analyzed Ramus in terms of the transition of knowledge from that of rhetoric to logic, there is a sense of understanding that knowledge framed in rhetoric must cause the learning culture to remember words. In other words, when cultures are primarily learning through words, the importance of holding to words is imperative. Havelock (1963), a contemporary of Ong, commented on repetition as of extreme importance in oral culture. Ong would agree with Havelock’s assessment (Soukup, 2004). When cultures emphasize rhetoric as the primary form of learning, it is of absolute importance that the words of importance be seized upon and remembered, for that is where learning takes place. An analysis of where Ong draws this transition of learning seems most prominent in the Renaissance (That this is a commentary on Western learning. The writer acknowledges a variety of other types of learning, but Ong’s commentary on the Renaissance focuses on Western learning). The main transition of learning that takes place here is one from the emphasis of recall to the ability to refer to text (Soukup, 2004). The emphasis on text as opposed to oral recall could serve to expand the base of knowledge in an exponential way. The process of communicating and retaining information was not about what one might be able to store within the individual mind, but the idea of referring to text as a source of information and knowledge truly served to change a culture making such a transition. This was the case of the Renaissance. Learning took on new forms of visual recognition and recall which Ong (1977a) elaborated on further and termed as being a sort of visual retrieval.

As the ability to obtain knowledge and to learn changed in such a way as mentioned above the base rate at which knowledge was obtained changed. The approach to obtaining information was different. No longer did pressure reside within individual recall, but the ability to recall text became more of a focus. In essence, the Renaissance made a significant change in the approach to learning and the dissemination of knowledge. In a rather interesting sort of commentary, Ong (1977b) wrote about how our expression of words has changed to indicate that we are more of a visual culture. Soukup (2004) stated:

\begin{myblockquote}
\item{}
Ong summarizes the effects of visualism on thinking, going so far as to show its history in the vocabularies we use. As with rhetoric, the way we talk reveals, in some ways the way we think. His list of visual words ‘used in thinking of intellect and its work’ includes ‘insight, intuition, theory, idea, evidence, species, speculation, suspicion, clear, make out, observe, represent, show, explicate, analyze, discern, distinct, form, outline, plan, field of knowledge, object’ and many others. (p. 8)

\end{myblockquote}

The use of such words reflects the visual and logical frame of learning in Western society. The words are marked with visual representation of obtaining knowledge. They reflect a sort of mapping out that takes place in providing a framework of learning and comprehension. Realizing the thought process that goes into mapping this sort of differentiation in learning and fostering knowledge causes one to appreciate the mind that Ong possessed in coming to such a conclusion.

Faigley (1998) mentioned Ong and the works of others mapped to the development of visual thought and the dichotomy of oral versus visual. Within the article, Faigley cited the works of other scholars linked to Ong and this particular subject matter worth noting.  The work of Goody (1977), Goody \& Watt (1963), Innis (1951), and Havelock (1982) are worth noting. When it comes to idea of the communication and learning (particularly the development of the visual), Goody, Innis, and Havelock come up as well and could be seen as peers working in and around the same time as one another in these particular areas. The work attributed to the scholars above syncs well with the development of culture from oral (learning through sound) to literate (learning through sight and print), which is at the heart of Ong’s (1982) text.
\section{The Word}
\label{100}

While much of the focus in the first couple of sections of this chapter focuses in on a sort of transformation from oral to visual, Ong maintained a steadfast appreciation for the importance of the word and what surrounds it. The sound associated with our use of words is still a focal point of scholarship. Ong was quite particular in focusing on words, their sound, and what they in fact seemed to reveal about the interior condition of the individual (Soukup, 2004).  Ong (1962c) stated:

\begin{myblockquote}
\item{}
There is, indeed, no way for a cry to completely exteriorize itself. A mark made by our hand will remain when we are gone. But when the interior—even the physical, corporeal interior, as well as the spiritual interior of consciousness—from which a cry is emitted ceases to function as an interior, the cry itself has perished. To apprehend what a person has produced in space—a bit of writing, a picture—is not at all to be sure that he is alive. To hear his voice (provided it is not reproduced from a frozen spatial design on a phonograph disc or tape) is to be sure. (p. 28)

\end{myblockquote}

Soukup (2004) pointed out the significance of the interior as it related to Ong. Essentially, the interior refers to what is happening within the individual. A glimpse of the interior can be revealed to us as a society through the words and sounds coming up from out of the individual. It may not completely reflect the condition within the individual, but it serves to give us insight. Ong’s commentary of the word is occurred during a period of time when other scholars were touching on similar ideas. Lord (1960) and Havelock (1963) were mentioned in Farrell’s (2000) commentary of Ong, seeing him as a sort of cultural relativist. Lord (1960) visited the issue of performance relative to storytelling in an oral tradition. Havelock’s (1963) work dealt with issues very similar to Ong and the word, but more applied to the area of poetics. Heavily entrenched in the work is an emphasis on the oral, which relates to Ong’s commentary about the word. Soukup (2004) mentioned that Ong (1962a) produced striking commentary on the human voice as being one of an invasion into the atmosphere. The thought of the voice and word through this line of thinking is one that is rather self-{}revealing. Essentially, the voice coming from out of the interior of the individual reveals something of that person. It is through such revealing that individuals connect with one another. This is an important aspect that Ong would not have us miss. This commentary of interiority and sound of the word probes the issue of authenticity. How something comes out is telling of the feeling or mood associated with the word. When considering prior Ong commentary relative to Ramus and the development of learning from sound to visual, it is interesting to see that Ong went back to the perspective of language and sound and stressed the importance of investigating sound associated with the word. This is a good reminder of the idea that sound is still a relevant and important point of study. While stressing that such focus is not semantics or wordplay, Ong acknowledged that while one can draw out a lot from the process and experience of communication through investigating sound, voice, word, and interiority, the fact that there could be more going on than what he could conclude is something that he sensed (Soukup, 2004). This area of focus for Ong revealed his linguistic side of scholarship. Given discipline cross-{}over in communication, it still serves as a relevant piece of discussion and contribution.

Further advancing the concept of word and sound, Ong began to draw from a couple of scholars (some already mentioned above) who would prove to be peers. The work of Havelock (1963) and Lord (1960) was mentioned earlier, but it is also worth noting Ong’s draw from McLuhan (1962) and Parry (1928). Soukup (2004) identified the contribution of such scholars to Ong’s work. Havelock (1963) reinforced Ong’s assessment of the development of learning in his analysis of Ramus. The idea that the transition of learning went from that of oral to written is something that Havelock noticed. From that, he commented on how that essentially changed the pattern of thought process. This idea ties back into Ong’s (1958a) assessment of the transitional development of rhetoric to logic. While the shift seemed to be a gradual one without an absolute mark of distinction, it still impacted the process of thought. Parry (1928) and Lord (1960) studied the process of thought and recall in poetics, the way in which Ong studied rhetoric (Soukup, 2004). Finally, as a testament to Ong earning the respect of fellow scholars, McLuhan (1964) drew heavily from Ong’s (1958a) work on Ramus. Mentioned briefly earlier in the chapter, McLuhan is widely seen as an influential scholar in the discipline of Communication. McLuhan, in some respects, was an influential factor in pushing Ong forward in his research endeavors. In tracing the scholarship of Ong, his input on the work of McLuhan (Ong, 1952) was substantial. McLuhan saw a good deal of potential in the work of Ong. He supervised Ong’s thesis and at the beginning of Ong’s (1958b) close follow-{}up to his dissertation, he pays tribute to McLuhan by writing, “For Herbert Marshall McLuhan who started all this” (dedication). While they were similar in age, McLuhan was seen as an influential factor in encouraging Ong in the direction that he did (P. Soukup, personal communication, September 16, 2005).

Ong continued further in his commentary on the word. As he probed the word and investigated further, Soukup (2004) pointed out that he introduced the concept of “the sensorium.” Essentially, this dealt with using human senses and experience to communicate. This was introduced by Ong (1967a) in what was known as his Terry Lectures at Yale University. The lectures (oral) were bound and put into print. In some respects, that statement is a humorous sort of irony. The focus of Ong (1967b) was to set apart the oral when considering human senses and communication. Ong further exercised a commentary about cultural awareness. He acknowledged the idea that when it comes to expression, specifically with the oral, it looks different within other cultures:

\begin{myblockquote}
\item{}
Cultures vary greatly in their exploitation of the various senses and in the way in which they relate to their conceptual apparatus to the various senses. It has been a commonplace that the ancient Hebrews and the ancient Greeks differed in the value they set on the auditory. The Hebrews tended to think of understanding as a kind of hearing, whereas the Greeks thought of it more as a kind of seeing, although far less exclusively as seeing than post-{}Cartesian Western man generally has tended to do. (pp. 3-{}4)

\end{myblockquote}

While this was the case for Ong in assessing Western culture, he clearly pointed out that not all cultures adhere to an oral standard of such importance.

Continuing with the word, there are two other aspects to touch on relative to Ong—the use of words and stages of communication consciousness. Ong’s focus on the use of words for debate and argumentation are worth noting. In some respects, an investigation of Ong and pedagogy reveals the setup of the education system with regard to debate and argumentation as being structured more for men than for women. Such an analysis makes sense when one considers the history of the system of Western education. As touched upon in Soukup (2004), Ong’s (1967a) work on the word revealed that people within oral cultures use words as a potential alternative to calling up arms against one another. In essence, words insert themselves into a sort of combat. One could draw from this the study of argumentation and debate. In many respects, this could be seen as and advantage to developing as an oral culture. For more commentary relative to this particular area, see Soukup (2004).

Communication and consciousness is the last area to touch upon in dealing with Ong and the word. In many respects, this is where one of Ong’s most famous works, Orality and Literacy: The Technologizing of the Word (1982) is considered. Ong noted the development of consciousness through stages within culture. Inclusive within this consciousness is the idea of knowledge and learning. How cultures develop in the area of consciousness is what Ong sought to provide commentary on in the text. Ultimately, Ong sees communication gradually developing from an oral stage into a stage of print. In his thought on Western society, Ong noted the development of a third stage of communication consciousness known as electronic communication (Soukup, 2004). Ong’s (1982) book is certainly popular, but does not provide an accurate picture of the vast amount of work covered over his career. Farrell (2000) noted that it does not serve to provide a general overview of the scholar. There is much more to his line of thought than simply this one text. While there are many to applaud the commentary of Ong in this particular text, there are also those who see it as lacking. Montenyohl (1995) took Ong to task, citing a sort of generalization about orality that was not comfortable to him as a scholar. Farrell (2000) defended Ong from Montenyohl’s criticism, citing that he was not sure that Montenyohl had done enough background research on Ong to provide just criticism of his work. With such a successful text as Ong’s (1982) was, it is hard for many not to simply read the text and see it as a fair representation of all of Ong’s work. To back Farrell, simply reading Ong (1982) does an injustice to the vast amount of work that he had contributed over a long career. While it is an excellent book and provides substantial commentary for discussion, Ong did much more as a scholar years before penning that text in the later part of his academic career.

An examination of the word relative to Ong deserves even further investigation. However, the goal of the chapter is to consider the impact of a particular scholar in communication, in terms of both scholarship and in influencing scholars. If the interest in Ong is peaked at this point, it is strongly encouraged that the reader investigates the work of Farrell (2000), Soukup (2004) for commentary.
\section{Stages of Communication Media, Consciousness, Digital Media and Hermeneutics}
\label{101}

While mentioning the development of communication in stages in the prior section, there is further commentary that Ong produced. He became interested in the aspect of technology and its application to the idea of its particular stage in communication. There had been the development in Western culture from oral to literate, but what came next? Ong (1971, 1982) directed his focus to the concept of secondary orality. Soukup (2004) and Farrell (2000) touched upon this. The focus was directed toward mediums of communication in literate cultures like that of radio, television, and telephones in particular. Basically, one begins to examine the mediums of communication that are oral, but set within a literate culture. New forms of communication build on old forms. What is the effect? Ong was interested in such a question.

There are many scholars who have followed Ong in asking this question, specifically as it relates to secondary orality. Gronbeck (1991) examined the aspect of consciousness within a culture. He also examined rhetoric gets applied over different mediums, specifically focused on the idea of a one-{}to-{}many type of communication. Farrell (1991) examined the issue of secondary orality and consciousness. Silverstone (1991) developed a slightly different article relative to media studies in examining television, rhetoric, and the unconscious as it related to secondary oraltiy. Media Studies is an area of study that has taken a good look at Ong and secondary orality. In keeping with Media Studies, Sreberny-{}Mohammadi (1991) provided a unique perspective when examining the integration of media into Iran. Not only was the issue of media integration focused on, consciousness was part of the examination as well.

Consciousness is an area of focus as well, that ties into Ong. A number of scholars study consciousness and have, in some ways, been influenced by Ong. Swearingen (1991) looked at Ong’s contribution to Feminist Studies. Payne (1991) examined the consciousness of media and rhetoric while examining characterology. Finally, El Saffar (1991) examined the issue of consciousness as it related to language and identity.

The stages at which cultures developed were of particular interest to Ong. Regardless of the transition from one stage to another, Ong keyed in on questions of transformation, medium incorporation (specifically as it related to secondary orality), and consciousness.

As we conclude the areas of influence attributed to Ong, we close with one quite relative to the advent and exponential growth of new technology. Digital or computer-{}based communication was an area that caught Ong’s eye, particularly at the latter stages of his academic career. Soukup (2004) commented:
	
\begin{myblockquote}
\item{}
Modern, electronic communications help us in yet another way to understand what is going on with texts. The sense of immediacy of electronics gives readers a sense of proximity to events reported. That too, occurs with texts. With a text that works well, readers enter into the text, ‘into the immediacy of the writer’s experience’ (p.499). But electronic communication also reveals that this immediacy is highly mediated and thus somewhat artificial. (pp. 18-{}19)

\end{myblockquote}

Soukup (2004) further noted that understanding code and speed of transmission helps us to understand how communication works in a digital realm. Many shy away from understanding transmission, which, ironically touches on the issue of consciousness (or lack of). Welch (1999) wrote about electronic rhetoric and new literacy as it specifically to computers and their implementation into society and looked at understanding their impact.

Most important within this final section is the issue of interpretation and comprehension. As we continue to emerge in an age of digital transmission of information, the word hermeneutics comes up continuously within Ong’s work. We have technologies growing at rather quick rates that transmit data digitally. While we understand much of what we see on the front end of a technology, the ability to understand how we arrive at transmitting such information is of importance for Ong. It is a challenge, but the process of encoding and decoding information is something to be interpreted and understood. Capurro (2000) focused on the subject of hermeneutics and the process of storage and retrieval of information. While understanding that a technological structure emerges in the subject of digital communication, Ong also noted that there is still a need to deal with social structure as well (Soukup, 2004). Essentially, understand the technology and understand social structure. The requirement to do so is interpretation. Soukup (2004) noted that the process of interpretation summarized much of Ong’s thoughts about communication. This has to do with everything, particularly in dealing with orality, literacy, secondary orality, and digital communication.
\section{Conclusion}
\label{102}

The impact of Walter Ong is significant. Not only did he produce excellent scholarship in the areas mentioned above, he made a significant impact on scholars. From his early research of the history of rhetoric to his analysis of digital hermeneutics, his thoughts provoked further scholarship from those mentioned above. It is worth noting that many others have been influenced by the contribution of Ong. For the purpose of this chapter, the selection of scholars touched by his scholarship had to be limited. Refer to the references list below for further inquiry into the above concepts. With all that had been accomplished in his career, it is clear that Ong was clearly an influential scholar in the twentieth century. Further research continues in many areas relative to the trail paved by scholars like Ong.
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\label{106}\section{{\bfseries  Origins of the diffusion paradigm}}
\label{107}

According to Rogers (1995), the study of the diffusion of innovations (DOI) can be traced back to the investigations of French sociologist Gabriel Tarde (p. 52). Tarde attempted to explain why some innovations are adopted and spread throughout a society, while others are ignored. At the beginning of the twentieth century, Tarde was witness to the development of many new inventions, many of which led to social and cultural change. In his book {\itshape The Laws of Imitation} (1903), Tarde introduced the S-{}shaped curve and opinion leadership, focusing on the role of socioeconomic status (for example, a cosmopolitan individual is more likely to adopt new products). Even though he did not specify and clarify key diffusion concepts, his insights affected the development of many social scientific disciplines such as geography, economics, and anthropology. Sociologist F. Stuart Chapin, for example, studied longitudinal growth patterns in various social institutions, and found that S-{}shaped curves best described the adoption of phenomena such as the commission form of city government (Lowery \& Defleur, 1995, p. 118).
\section{The basic research paradigm for the diffusion of innovations}
\label{108}

The fundamental research paradigm for the diffusion of innovations can be traced to the Iowa study of hybrid seed corn. Bryce Ryan and Neal C. Gross (1943) investigated the diffusion of hybrid seed corn among Iowa farmers. According to Lowery and DeFleur (1995), the background of rural sociology should first be understood before one can discuss how and why the hybrid seed corn study was conducted. The \myhref{http://en.wikipedia.org/wiki/Morrill\%20Act}{Morrill Act} helped “the states establish educational institutions that would be of special benefit to rural youth” (p. 120). Federal funds and other financial supports were given to these land-{}grant institutions in order to increase the development of the nation’s agricultural industry (p. 120). After World War II, rural sociologists changed their research focus on human problems among farmers because new agricultural technology such as new pesticides, new farm machine, and hybrid seed corn appeared. But in spite of these developments, some farmers ignored or resisted these new innovations. Rural sociologists at land-{}grant universities in the Midwestern United States such as Iowa State, Michigan State, and Ohio State Universities, performed many diffusion studies to find out the causes of adoption of innovations. One of these efforts was the hybrid seed corn study conducted by Ryan and Gross (1943). These researchers attempted to explain why some farmers adopted the hybrid seed corn, while others did not.
\section{Bryce Ryan and Neal C. Gross}
\label{109}

Bryce Ryan earned a Ph. D in sociology at \myhref{http://en.wikipedia.org/wiki/Harvard}{Harvard University}. During his doctoral studies, Ryan was required to take interdisciplinary courses in economics, anthropology, and social psychology. This intellectual background helped him conduct the diffusion studies. In 1938, Ryan became a professor at \myhref{http://en.wikipedia.org/wiki/Iowa\%20State}{Iowa State University} which is known for its agricultural focus. At that time, Iowa State administrators were worried about the slow rate at which the hybrid seed corn was being adopted. Despite the fact that the use of this new innovation could lead to an increase in quality and production, an advantageous adoption by Iowa Farmers was slow. Ryan proposed the study of the diffusion of the hybrid seed corn and received funding from Iowa Agricultural Experiment Station, Iowa State University’s research and development organization. Contrary to previous research, which employed anthropological style approaches using qualitative methods, Ryan employed a quantitative survey method in his study. According to Rogers (1996), Ryan was encouraged to use this quantitative method by “professors in the Department of Statistics, such as Paul G. Homemeyer, Ray J. Jessen, and Snedecor” (p. 415). 

When Ryan arrived at Iowa State University, Neal C. Gross was a graduate student who was soon assigned as Ryan’s research assistant. Ryan asked him to conduct interviews with Iowa farmers through survey research. Gross gathered the data from the Iowa communities of Jefferson and Grand Junction. Rogers (1996) mentioned that “by coincidence, these communities were located within 30 miles of where he grew up on a farm” (p. 415). It is also interesting to note that Rogers earned a Ph. D. in sociology and statistics at Iowa State University in 1957.
\section{The Iowa Study of Hybrid Seed Corn: The Adoption of Innovation}
\label{110}

As noted above, the hybrid seed corn had many advantages compared to traditional seed, such as the hybrid seed\textquotesingle{}s vigor and resistance to drought and disease. However, there were some barriers to prevent Iowa farmers from adopting the hybrid seed corn. One problem was that the hybrid seed corn could not reproduce (p. 122). This meant that the hybrid seed was relatively expensive for Iowa farmers, especially at the time of the Depression. Therefore, it is reasonable to assume that, despite the economic profit that the hybrid seed corn brought, its high price made a adoption among Iowa farmers remain slow.

According to Lowery and DeFleur (1995), Ryan and Gross sought to explain how the hybrid seed corn came to attention and which of two channels (i.e., mass communication and interpersonal communication with peers) led farmers to adopt the new innovation. They found that each channel has different functions. Mass communication functioned as the source of initial information, while interpersonal networks functioned as the influence over the farmers’ decisions to adopt (p. 125). One of the most important findings in this study is that “the adoption of innovation depends on some combination of well-{}established interpersonal ties and habitual exposure to mass communication” (p. 127). Ryan and Gross also found that the rate of adoption of hybrid seed corn followed an S-{}shaped curve, and that there were four different types of adopters. According to Rogers (1995), Ryan and Gross also made a contribution by identifying the five major stages in the adoption process, which were awareness, interest, evaluation, trial, and adoption. After Ryan and Gross’s hybrid corn study, about 5,000 papers about diffusion were published in 1994 (Rogers, 1995).
\section{Medical innovation: Diffusion of a medical drug among doctors}
\label{111}

According to Rogers (1996), diffusion theory became more widely accepted after James S. Coleman, Elihu Katz, and Herbert Menzel conducted a study on the diffusion of tetracycline, a new medical drug, in 1966. The Pfizer drug company invented this successful new drug and wanted to investigate the effectiveness of their tetracycline advertisements, which were placed in medical journals. The company asked three professors at Columbia University to find out how physicians adopted the new innovation and how mass communication influenced this adoption process. They conducted a survey to gather accurate and reliable data. Different with previous diffusion research that relied on respondents’ recall of how they adopted new technology, this study gathered data both from physicians\textquotesingle{} responses and pharmacies\textquotesingle{} prescription. In addition to this, Coleman et al. (1966) asked their respondents to list their interpersonal connections in order to investigate the effect of interpersonal network links with the new drug adoption.
The result shows that the percentage of adoption of the new drug followed an S-{}shaped curve, but that the rate of tetracycline adoption was faster than the rate of other innovations adoption. The researchers also found that doctors who are cosmopolite were likely to adopt the new drug. One of the most important findings was that doctors who had more interpersonal networks adopted the new medical drug more quickly than those that did not. This meant that interpersonal communication channels with peers had a strong influence on the adoption process. Rogers (1996) noted that this Columbia University study is “one of the most influential diffusion studies in showing that the diffusion of an innovation is essentially a social process that occurs through interpersonal networks” (p. 419). In fact, Rogers (1996) mentioned that even though the study of Ryan and Gross became a milestone in diffusion paradigm, they did not measure the interpersonal network links among farmers. In this case, the Columbia University Drug Study made a contribution to identify the importance of social networks in the diffusion process.
\section{Everett M. Rogers}
\label{112}

Rogers was born in Carroll, Iowa in 1931. He earned his B.A., M.A., and Ph.D. degrees from Iowa State University. For two years during the Korean War, he served in the U.S. Air Force. Interestingly, in 1966, he worked on some family planning communication projects in Korea. 

One interesting thing worthy mentioning is that Rogers’ father was a farmer who resisted adopting the hybrid seed corn (Singhal, 2005, p.287). Due to the drought in Iowa in 1936, the Rogers’ farm withered, which made Rogers personally involved in the diffusion research. In the 1950\textquotesingle{}s, Iowa State University was a perfect place for studying the diffusion of innovations, as the school\textquotesingle{}s program focused on a rural sociology, agriculture, and statistics. The experience there led Rogers to dive into the research about why some innovations are adopted while others are ignored. Employed by Michigan State University in 1962, Rogers obtained opportunity to study diffusion in developing countries of Asia, Latin America, and Africa. Meanwhile, he published the book, {\itshape Diffusion of Innovations}, which earned him his academic reputation. Rogers’ comprehensive insights in the book helped to expand diffusion theory. The book has become the standard textbook on diffusion theory and it creats applications of diffusion theory in such fields as geography, economics, psychology, political science, and, as previously mentioned, communication. Rogers retired from University of New Mexico in 2004 because he was suffering from kidney disease.  He died on October 21, 2005.
\section{Overview of the diffusion of innovations}
\label{113}

According to Rogers (1996), diffusion refers to “the process by which an innovation is communicated through certain channels over time among the members of a social system. An Innovation is an idea, practice or object perceived as new by an individual or other unit of adoption. The diffusion of innovations involves both mass media and interpersonal communication channels” (p. 409). That is, by sharing communication channels such as interpersonal communication or mass communication people can get information of an innovation and perceive its innovation as useful. Lasswell (1948) presented a well-{}known model of communication that is analyzed as five parts, S-{}M-{}C-{}R-{}E (e.g., sender-{}message-{}channel-{}receiver-{}effect). Rogers (1995) mentioned, “this S-{}M-{}C-{}R-{}E communication model corresponds closely to the elements of diffusion” (p. 19). Specifically, (1) sender can be inventors or opinion leaders, (2) message can be a new idea or product, (3) channels can be interpersonal or mass communication, (4) receivers can be members of a social system, and finally (5) the effects can be individual’s adoption or social change. In the diffusion theory, ‘Time’ variable is a very important factor. According to Rogers (1995), time variable is involved in diffusion in (1) the innovation-{}decision process; (2) innovativeness; (3) an innovation’s rate of adoption.

Most innovations have an S-{}shaped rate of adoption. Diffusion research has attempted to explain the variables that influence how and why users and audience adopt a new information medium, such as the Internet. According to evolution of media technology, interpersonal influences are important even though in the past the individual is usually the unit of analysis. Also, critical mass becomes an important factor in adopting new media because new media are interactive tools and thus are required by many users to gain efficiency. That is, the more people use, the more people get benefits. In this sense, diffusion theory not only can apply to practical things, but also can be related to digital divide.

There are five different types of adopters in the diffusion process, according to Innovativeness: “(1) Innovators (venturesome), (2) Early Adopters (respectable), (3) Early Majority (Deliberate), (4) Late Majority (skeptical), and (5) Laggards (traditional)” (Rogers, 1995, pp. 183-{}185). Rogers defined this term as “the degree to which an individual is relatively earlier in adopting new ideas than other members of his social system” (Rogers, 1995, p. 40). Figure 1 shows the relationships between types of adopters divided by innovativeness and their place on the adoption curve. Also, these categories follow a standard deviation curve which is bell-{}shaped. 

Source by www2.gsu.edu/\~{}wwwitr/docs/diffusion/
	
Figure 2 shows that an innovation would spread through society over various periods of time in a S-{}shaped curve. However, as noted above, different types of innovations (e.g., the rate of tetracycline adoption is faster than that of the hybrid seed corn) can have their own different rates in diffusion. 

Figure 2. Shapes of curves of diffusions for innovations

Source by: www.mitsue.co.jp/english/case/concept/02.html

When it comes to the process of innovation-{}decisions, Rogers (1995) mentioned that there are five stages. 

\begin{myenumerate}
\item{}  Knowledge + or – (selective exposure or awareness of news)
\item{}  Attitudes + or – (people have positive or negative attitude toward innovations)
\item{}  Adoption (Decision): people decide to adopt the innovation
\item{}  Implementation (regular or standard practice)
\item{}  Confirmation (comparing and evaluating)
\end{myenumerate}


Rogers introduced perceived characteristics of innovations that consist of (1) relative advantage (2) compatibility (3) complexity (4) triability (5) observability. Based on these five criteria, individuals perceive an innovation as new or useful and decide to adopt it. For example, Rogers (1995) defined relative advantage as “the degree to which an innovation is perceived as better than the idea it supersedes” (p.15).” New media such as the mp3 will displace conventional media such as CDs or tapes when people perceive new media as advantageous (e.g., low cost or means to be cool). When an individual decides to adopt new media or switch old media with new media, the perceived characteristics of innovations play an important role in reducing some uncertainty about the innovations.
\section{Unit of analysis on diffusion theory}
\label{114}

Diffusion of innovation theory attempts to explain how an innovation is spread and why it is adopted at both the micro and macro levels of analysis.  Rogers (1996) mentioned, “the individual is usually the unit of analysis, although in recent years a number of studies have been conducted in which an individual organization is the unit of analysis (Wildemuth, 1992; Zaltman, Duncan, \& Holbek, 1973)” (p. 418). This characteristic of unit of analysis is due to research methods, such as utilizing a survey to study diffusion. Many studies have focused on individual decisions or adoption. In contrast, diffusion theory considers analysis at both the micro-{}individual and macro-{}social levels.  This is because studies of diffusion include both an innovation at the micro level, as well as its influence, such as social change, at the macro level.

Rogers (1995) suggested that the four main elements in the diffusion of innovation process were innovation, communication channels, time, and social system.  Individuals’ innovativeness, or psychological factors such as communication needs, are analyzed as micro-{}independent variables. At the macro-{}social level, this theory assumes that social systems, such as norms, can affect an individual’s adoption or use of an innovation. In terms of communication channels, diffusion of an innovation involves both interpersonal channels (micro) and mass communication channels (macro). By utilizing both mass and interpersonal communication channels, people can get information about an innovation and perceive its usefulness. Therefore, diffusion theory requires both micro-{}individual and macro-{}social analysis.
\section{Several diffusion research streams}
\label{115}

According to Rice \& Webster (2002), {$\text{[}$}\symbol{34}research and models of the adoption, diffusion, and use of new communication media in organizational settings have arisen from several research streams -{}-{} diffusion of innovations, media choice, and implementation of information systems.\symbol{34}  According to the previous writer of this Wikibook,{$\text{]}$} we can classify diffusion research and models into three categories: (1) diffusion of innovations (e.g., Rogers, 1995), (2) media choice (e.g., Daft \& Lengel, 1986), and (3) implementation of information systems (e.g., Saga \& Zmud, 1994). {$\text{[}$}Unfortunately, one cannot generalize all diffusion research and models with an explanation of diffusion of new communication media.{$\text{]}$} Table 1 shows that each dependent variable, according to three primary streams of diffusion studies.

Table 1 (Needs to be cleaned up using piping!)
	The diffusion
Of innovation	The Media choice	The
Information system
Dependent variable	Media adoption
Usage	Choice
Evaluation	Acceptance
User satisfaction
Source by: Rice, R., \& Webster, J. (2002). Adoption, diffusion and use of new media. In C. Lin and D. Atkin (Eds.), Communication Technology and Society.

That is, the ‘diffusion of innovations’ studies emphasize characteristics of an innovation and the role of communication channels in adopting the innovation, the ‘media choice’ studies focus on the interaction between individual characteristics and social influences in choosing some innovations, and the ‘implementation’ studies assume that the variables such as technology design or ease of use will affect media use (Rice \& Webster, 2002, p.192). 

The diffusion tradition has classified people, in terms of demographics, in explaining the variables that influence the adoption of an innovation. For that reason, some scholars often criticize that this theory may not provide a causal explanation of why and how people adopt certain technologies. Nevertheless, when it comes to the use and choice of old and new media, diffusion theory will be suited for explaining why some people prefer to use the old media or new media, because this theory provides some conceptual guidance for understanding the adoption of some technologies or innovations. According to evolution of media technology, interpersonal influences or channels are important even though in the past the individual is usually the unit of analysis. Also, critical mass becomes an important factor in adopting new media because new media are interactive tools and thus are required to many users for getting efficiency. That is, the more people use, the more people get benefits. Markus (1987) proposed that the value of an interactive communication medium is associated with the number of other users. For example, in the case of the mp3, a social influence such as peer pressure that interacts with young generation needs to be cool or to gain status drives young people to adopt the mp3 as an innovation. Besides, when it comes to the emergence of interactive communication such as the new communication technologies, Rogers (1996) mentioned, “a critical mass occurs when the diffusion process becomes self-{}sustaining. After the critical mass point, individuals in a system perceive that “everybody else” has adopted the interactive innovation. With each successive adopter of an interactive innovation, the new idea becomes more valuable not only for each future adopter, but also for each previous adopter” (p. 418-{}419). When it comes to the future of diffusion theory, we expect that the popularity of diffusion research will increase because as in recent years, new communication technologies have increased and proliferated.
\section{Diffusion study and Two-{}Step Flow study}
\label{116}

According to Lowery and Defleur (1995), since diffusion study emphasizes the role of interpersonal communications, the diffusion study by Ryan and Gross “parallels what was independently found by Lazarsfeld and his associates in the discovery of the two-{}step flow process in the very different setting of The People’s Choice” (p. 132).  \symbol{34}The People’s Choice” showed that audiences are not powerless and passive. The study showed that interpersonal channels, such as opinion leaders, are more important than the mass media. Unlike magic bullet theory, both of these studies emphasized the role of the opinion leaders and interpersonal communication, such as face-{}to-{}face interactions influencing decision-{}making.
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\label{120}\section{Social Systems}
\label{121}
When the second World War ended in Europe, seventeen-{}year-{}old Niklas Luhmann had been serving as an anti-{}aircraft auxiliary in the German army. He was briefly detained by the Americans. When asked in 1987 to describe this experience, he replied:

\begin{myblockquote}
\item{}
Before 1945, the hope was that after the defeat of the compulsory apparatus everything would be right by itself. Yet the first thing I experienced in American captivity was that my watch was taken off my arm and that I was beaten up. So it was not at all as I had thought it would be. Soon you could see that one could not compare political regimes according to a scheme of `good\textquotesingle{} versus `bad\textquotesingle{}, but that you had to judge the figures according to a bounded reality. Of course I don\textquotesingle{}t want to say that the time of the Nazi-{}regime and the time after 1945 are to be judged on equal terms. Yet I was simply disappointed in 1945. Yet is that really important? In any case the experience of the Nazi-{}regime for me has not been a moral one, but an experience of the arbitrary, of power, of the tactics to avoid the regime used by the man of the people. (Luhmann qtd. in Baecker, 2005)

\end{myblockquote}

The realization that human realities were subjective appears to have influenced the famous sociologist throughout the rest of his life. This chapter will introduce Luhmann and a few remarkable aspects of his theory.
\subsection{Introduction}
\label{122}

\begin{myblockquote}
\item{}
The type of communication theory I am trying to advise therefore starts from the premise that communication is improbable, despite the fact that we experience and practice it every day of our lives and would not exist without it. This improbability of which we have become unaware must first be understood, and to do so requires what might be described as a contra-{}phenomenological effort, viewing communication not as a phenomenon but as a problem; thus, instead of looking for the most appropriate concept to cover the facts, we must first ask how communication is possible at all. (Luhmann 1990, p. 87)

\end{myblockquote}

The body of work produced by German sociologist Niklas Luhmann probably represents history’s most comprehensive attempt by one man to explain the whole of social existence. The above quotation hints at the essential nature of Luhmann’s thought – no “accepted wisdom” of the social science tradition could be left unexamined. Through more than 50 books and 400 articles, Luhmann applied his sociological systems theory to areas including law, science, religion, economics, politics, love, and art. Sociological systems have become one of the most popular theoretical models in contemporary German sociology, and are also widely applied in fields such as psychology, management science, and literary studies. A primary distinction of Luhmann’s social systems theory is that its focus of analysis is not individuals, groups, behaviors, or institutions, but the communication that occurs within systems. Dirk Baecker, a student of Luhmann’s explains that the systems theory “does away with the notion of system in all its traditional wording” and can carefully examine “every possible assumption of organism, mechanism, and information” – even, recursively, its own structure (Baecker 2001, p. 72). This realignment towards communication represents a significant break with social science tradition. Although Luhmann’s theory (or for that matter, most systems theories) do not lend themselves well to reduction, this chapter will attempt to present an overview of the subject.
\subsection{Life in Brief}
\label{123}
Niklas Luhmann was born in 1927. Following his teenage stint in the army, he went on to study law at the Universität Freiburg from 1946-{}1949 (Müller 2005). He trained as a lawyer, but found the intellectual constraints of practicing law not to his liking. He decided to go into public administration, as it promised him more freedom to pursue his own ideas (Hornung 1998). Luhmann became a civil servant for the town of Lüneburg in 1954. Although he enjoyed his work, he accepted the opportunity to take a sabbatical leave to study administrative science at Harvard University in 1960. Here Luhmann became a student of systems theorist Talcott Parsons, a thinker who would have a great impact on the development of Luhmann’s theories. After returning to Germany in 1961, Luhmann transferred to a research institute at the Hochschule für Verwaltungswissenschaften (School of Public Administration) in Speyer. Here he was afforded the freedom to pursue his scientific interests, and began his research of social structure. 

In 1965, Luhmann studied Sociology for a single semester at the Universität Münster. He was awarded a PhD and Habilitation (a postdoctoral qualification enabling one to teach at the university level) for two books previously published. After briefly occupying \mylref{62}{Theodor Adorno}’s former chair at the Universität Frankfurt, (where he taught a poorly-{}attended seminar on the sociology of love), he accepted a position at the newly-{}founded Reformuniversität Bielefeld (Baecker, 2005). 

In 1973 he engaged in a debate with theorist \myhref{http://en.wikipedia.org/wiki/Habermas}{Jürgen Habermas} about the role of social theory. This debate was later published as a series of essays in {\itshape Theorie der Gesellschaft oder Sozialtechnologie: Was leistet die Systemforschung?} ({\itshape Theory of Society or Social Technology: What can Systems Research Accomplish?}) (1973). The debate with Habermas (whose theory receives a much wider acceptance outside of Germany) served as the Anglophonic world’s major introduction to Luhmann’s thought.

Luhmann published profusely throughout his career, with each book and essay building a foundation for his final theory of society. He retired from this position in 1993, but continued to publish. His magnum opus, {\itshape Die Gesellschaft der Gesellschaft} ({\itshape The Society of the Society}) was published a year before his death in 1997.
\subsection{Early Influences}
\label{124}
By the end of the 19th century, industrialization had profoundly changed the Western world. Sociology had come into its own as a science: Karl Marx published profusely throughout the mid-{}1800s. \myhref{http://en.wikipedia.org/wiki/Ferdinand\%20Tonnies}{Ferdinand Tönnies} (1887) described social flows from Gemeinschaft (community, relationship oriented association) toward Gesellschaft (self interest oriented society) in 1887. Emile Durkheim (1893) explored the division of labor a few years later, and opened the first European sociology department in 1896. \myhref{http://en.wikipedia.org/wiki/Max\%20Weber}{Max Weber} developed new methodological approaches and also founded a sociology department by 1920. While these fathers of the discipline differed greatly in their research and philosophy of society, they all recognized that the function and dysfunction of society is linked to the function and dysfunction of different social components such as classes, institutions, technologies, or individuals. 
\subsubsection{Durkheim’s Functionalism}
\label{125}
Durkheim’s theory of functionalism, in particular, had a lasting impact upon the social sciences. Durkheim argued that “social facts” existed independent of individuals and institutions, and that these facts were the most productive subject for empirical sociological research. Social facts (such as suicide rates (Durkheim 1951), policies, or church attendance) can be measured, interpreted, and tested. Social theories derived from these analyses can then be used to explain social functioning.

\begin{myblockquote}
\item{}
The determination of function is . . . necessary for the complete explanation of the phenomena. . . .To explain a social fact it is not enough to show the cause on which it depends; we must also, at least in most cases, show its function in the establishment of social order.  (1950, p. 97)

\end{myblockquote}

Durkheim’s functionalism measured social effects within the context of a larger social environment. Durkheim’s 1893 book The Division of Labor in Society focused on labor division in an attempt to describe and explain social order. He elaborated on the manner in which increasing labor division affects the evolution of societies.
\subsubsection{Parsonian Social Systems}
\label{126}
Talcott Parsons, who would become America’s preeminent social theorist throughout the mid-{}20th century, drew on Durkheim’s functionalism in the development of his theory of social action. He was also able to integrate concepts from the burgeoning fields of general systems theory (von Bertalanffy, 1950; 1976), information theory (Shannon \& Weaver, 1949), and social cybernetics (Wiener, 1948; 1950). Whereas Durkheim was content to develop sociology as a discipline alongside the other social sciences, Parsons became the advocate of a “grand theory” that could subsume the other social sciences. Drawing heavily from Weber’s writings on action (which Parsons translated himself), Parsons’ functionalism was developed as a theory of action. Individuals were understood as acting of their own volition, influenced in their behavior by external forces. As a component of this larger theory, Parsons developed the theory of the social system. His “social system” is generally synonymous with the term “society” and emerges from the interaction of individuals (Parsons, 1951). For the purposes of this chapter only a few features of Parson’s theory can be discussed. These will include his conceptions of the functional imperatives of action and the notion of equilibrium.
\paragraph{Equilibrium}
{$\text{ }$}\newline\label{127}
Parsons’ social equilibrium is the orderly, smoothly functioning society. It is the result of individuals\textquotesingle{} acting according to the norms and values that have been provided in their social environment (Parsons, 1951). Parsonian social systems tended towards equilibrium, because “the actions of the members of a society are to a significant degree oriented to a single integrated system of ultimate ends common to these members” (Parsons qtd. in Heyl, 1968). The understanding of equilibrium within different societies was the primary goal of social systems theory, and (as Parsons would have it) sociology as a whole.
\paragraph{Functional imperatives of action}
{$\text{ }$}\newline\label{128}
Parsons’ functional imperatives of action were developed as a way to classify the goals that “action systems” (be it individuals, institutions, or groups) would pursue to reach equilibrium. His AGIL model (adaptation, goal-{}attainment, integration, latent pattern maintenance) remains one of his most famous formulations.

\begin{myquote}
\item{}  {\bfseries A} -{} The function of adaptation addresses the fact that resources in the environment are scarce, and the system must secure and distribute these resources. For social systems, social institutions are employed to meet these needs. The economy is generally identified as the primary institution that meets this need.
\item{}  {\bfseries G} -{} The function of goal-{}attainment deals with the system’s desire to use resources to achieve specific situational ends. Political institutions generally fulfill this role for social systems. 
\item{}  {\bfseries I} – Integration is the most complex and problematic of the functional imperatives. It addresses the need for a system to coordinate and regulate the various subunits within a system. Integration of social systems is often associated with laws and norms, and judicial institutions. 
\item{}  {\bfseries L} – Finally, the function of pattern maintenance refers to a system’s ability to maintain its own stability, and consists of two distinct components. For social systems, the first component deals with the ability of the system to motivate normative behavior of actors. The second component is involved with the transmission of social values. This imperative might be institutionally satisfied by education and religion (Wallace \& Wolf, 1991).
\end{myquote}


The actions of an individual, for example, could then be compared to the actions of an institution within this framework. The social system, also subject to these imperatives, is in equilibrium because all of its constituent actors are morally impelled to perform socially-{}expected functions. As might be expected, Parsons’ early work was frequently criticized for failing to account for social change, the opposite of social equilibrium. Parsons eventually developed an evolutionary model of social change that described incremental adjustments occurring through slight disruptions of the social system’s equilibrium.
\subsection{Luhmann and Social Systems}
\label{129}
\begin{myblockquote}
\item{}
Sociology is stuck in a theory crisis. (Luhmann, 1995, p. xlv)

\end{myblockquote}

Luhmann criticized the sociology of his time as being irredeemably subjective and unable to usefully describe reality. “Action theory is reconstructed as structural theory, structural theory as linguistic theory, linguistic theory as textual theory, and textual theory as action theory” (Luhmann, 1995, p. xlvi). The acquisition of new knowledge, Luhmann argued, was derived from some recombination of the work of classical theorists. Social theory spiraled into higher and higher levels of complexity, each refocusing and realignment of classical theory laying the foundation for ever more complex theoretical iterations. Luhmann set his personal task as no less than the complete theoretical reconceptualization of the discipline within a wholly consistent framework.

Luhmann’s sociological systems theory makes only two fundamental assumptions: that reality exists, and that systems exist (Luhmann, 1995, p. 12). The theory contains a constructivist epistemology, as it claims that knowledge can only exist as a construction of human consciousness. Luhmann does not claim that there is no external reality, but that our knowledge of it will always be subject to the symbolic system we use to represent it. 

From these simple assumptions, Luhmann attempts to build a universal social theory: 

\begin{myblockquote}
\item{}
Theory… claims neither to reflect the complete reality of its object, nor to exhaust all the possibilities of knowing its object. Therefore it does not demand exclusivity for its truth claims in relation to other, competing endeavors. But it does claim universality for its grasp of its object in the sense that it deals with everything social and not just sections. (Luhmann, 1995, p. xlv)

\end{myblockquote}

The theory is universal because it seeks to describe and explain itself, along with all other social phenomena. The theory is self-{}referential.

Luhmann proceeds to clarify three fundamental differences between his theory and previous social theories. First, his theory is universal and can be applied to all social phenomena. Second, his theory is self-{}referential, and capable of examining itself in its own terms. Third, his theory is both complex and abstract enough to accomplish the previous two goals (Luhmann, 1995, xlviii).

There is no default entry point to Luhmann’s sociological systems theory. The structure of the theory is systemic. This means that the integration of its components is not linear and additive, but circular. The components of the theory do not build upon each other but produce each other. This introduction will attempt to show some of Luhmann’s most innovative developments, including his break from previous social systems theory.
\subsubsection{A theory of communication}
\label{130}
Luhmann found Parsons’ systems approach inspiring, but noticed several inconsistencies and problems. Stichweh (2000), a student of Luhmann’s, explains that there are two major strands of reasoning that led Luhmann to base his theory on communication rather than action. The first issue was that the actions of psychic systems (minds) and of social systems is difficult to distinguish using action theory. The interaction of the actor and his environment can only be described when the actor and environment are placed on the same analytic level. In Luhmann’s theory, the social system emerges from the communication between psychic systems (minds), and cannot be understood as a separate system “acting” on the individual. The second issue is that action theory cannot differentiate between action and experience. Selection (one of the components of Luhmann’s definition of communication, to be outlined below) can be viewed as either an action on the part of the selecting system, or as information about the state of the selecting system’s environment. The classification of information, Luhmann reasons, is not causally related to actors, and should be classified as experience, not action.
\subsubsection{Individuals and the social system}
\label{131}
One aspect of Luhmann’s theory that is significantly different from most social theories is that the human individual is not seen as focal to understanding society. In fact, Luhmann’s theory states unequivocally that the individual is not a constituent part of society. This counterintuitive claim begins to make sense if one recalls that Luhmann’s basic social element is communication. An individual is only relevant to society to the extent that they communicate. Whatever does not communicate within the society – such as biological and psychic systems – is not a part of the society. Psychic systems, or individual minds, can think but cannot communicate. In the social systems view, individuals are only loci for social communication.
\subsubsection{Autopoietic systems}
\label{132}
We will return to the issue of the individual within the social system after further discussion of Luhmann’s notion of “system”.  A system is emergent, in that it comes into existence as soon as a border can be drawn between a set of communications and the context of the communication, or the systems environment. A system is always less complex than its environment – if a system does not reduce the complexity in its environment, then it cannot perform any function. A system effectively defines itself by creating and maintaining a border between itself and the environment. In the case of biological systems, this concept of systemic self-{}generation was first identified and examined by Maturana and Varela (1980). They termed the self-{}generation of biological systems “autopoietic”. Luhmann believed that autopoiesis could be usefully applied to social systems as well. Luhmann’s autopoietic systems do more than just define their own borders. They also produce their own components and organizational structures. The major benefit of the autopoietic perspective on social systems is that it presents them without ambiguity, and not as something that can be reduced to anything other than itself, such as “consciousness” or a sum of actions (Anderson, 2003). Returning to the issue of the individual, it is again possible to see why individuals cannot be components of social systems – social systems are comprised of communications and therefore produce communications, not people (“Niklas Luhmann,” 2005).
\subsubsection{Communication as selection}
\label{133}
Another Luhmannian conception that might seem counterintuitive is his subjectless, actionless definition of communication. “Communication is coordinated selectivity. It comes about only if ego fixes his own state on the basis of uttered information” (Luhmann, 1995, p. 154). Luhmann criticizes the “transmission” metaphor of communication because “it implies too much ontology” and that “the entire metaphor or possessing, having, giving, and receiving” is unsuitable (1995, p. 139). For Luhmann, communication is not an “action” performed by an “actor” but a selection performed by a system. This \symbol{34}selection\symbol{34} that results in communication is more similar to Darwin’s “natural selection” than to the everyday usage of the term.  A social system generates communication much as a natural environment generates biological traits.

The selection process that Luhmann terms communication is actually a synthesis of three separate selections: the selection of information, the selection of a form, and the selection of an understanding (Anderson, 2003). Following Shannon and Weaver’s (1949) theory of information, Luhmann identifies information as a selection from a “repertoire of possibilities” (1995, p.140). The form of a communication is how the message is communicated. The selection of understanding refers to what should be understood about the message. A critical note here is that understanding does not refer to the message’s reception by a psychic system, but rather the linkage of the message to subsequent communications (Anderson, 2003). The result of this selection process is the creation of meaning, which is the medium of communication in social systems (Luhmann, 1995, p. 140). 

Social (and psychic) systems construct and sustain themselves in this way through communication. Communications can only exist as a product of social (and psychic) systems. Society is then a self-{}descriptive system that contains its own description. Luhmann recognizes that this definition is recursive and antithetical to classical scientific theory (“Soziologische Systemtheorie”, 2005).
\subsection{Contemporary research}
\label{134}
A variety of scholars today employ sociological systems analysis in fields ranging from law to literary theory. The theory is one of the most popular in German sociology, and has a significant following in continental Europe, Japan, and elsewhere (“Soziologische Systemtheorie,” 2005). Many of Luhmann’s former students and colleagues, such as Dirk Baecker, Peter Fuchs, Armin Nassehi, and Rudolf Stichweh, continue to develop the theory.
\subsection{Conclusion}
\label{135}
The preceding can only serve as the briefest of introductions to an enormous body of original thought. A lifetime’s work of thousands of pages of published text cannot be condensed into a few thousand words. This chapter has attempted to trace some of the major theoretical threads which led to the development of Luhmann’s universal theory of sociological systems. It presents some of Luhmann’s most engaging and innovative conceptual formulations. Because Luhmann’s theory represents a major break from the classical social sciences in structure and content, its comprehension requires a significant investment of intellectual effort. This effort is worthwhile, as Luhmann’s meticulous theoretical paradigm provides a useful alternative to other social science traditions.
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\label{139}\section{Introduction to the Network Society}
\label{140}

Information has been a central theme in 21st century research, just as capital was in the 20th century. It is frequently said that society is now living in an \myhref{http://en.wikipedia.org/wiki/Information_age}{ information age}, which has provided various information technologies (i.e. the Internet and cellular phones). However the \symbol{34}information age\symbol{34} has not been clearly defined. Although many define the current economy as an information economy, there is still no universally accepted definition to refer to the current society. Currently, over thirty different labels for referring to contemporary society are used in academic fields and casual conversation (Alvarez \& Kilbourn, 2002). Some of these labels include: information society, global village, digital society, wired society, post-{}industrial society, and network society. Some of the terms describe the same phenomena, while others do not. 

Among the numerous scholars trying to define this new society, Manuel Castells is the most foremost and unique, in terms of at least two aspects: Firstly, he is an incredibly prolific and energetic theorist on the subject of the information age. He has written over twenty books, published over one hundred academic journal articles, and co-{}authored over fifteen books. He is currently a professor of Sociology and City and Regional Planning at the University of California, Berkeley. He has also served on many national and international organizations such as: the Advisory Council to the United Nations Task Force on Information and Communication Technology, the International Advisory Council to the President of South Africa on Information Technology and Development, the United Nations Secretary General\textquotesingle{}s High Level Panel on Global Civil Society and the United Nations, and UNESCO. Secondly, his critical viewpoint toward networks and the information economy has made him more unique than other information economists and sociologists. Castells is distinguishable from “the Utopians who have taken over the information society camp” (Duff, 1998, p. 375), since he believes that the dark side of a new economy is embedded in the intrinsic characteristics of new technologies. Thus, Castells maintains a deterministic view of technology, whereas the Utopians regard information technologies as instruments for human evolution. 

Castells has become one of the most influential theorists over the past thirty years since his wide array of works has provided a unique and critical framework for examining contemporary society. Castells has been called the first great philosopher of cyberspace for his work on the information economy (Gerstner, 1999). His trilogy published between 1996 and 1998 is recognized as a compendium of his theory about the information age. In the trilogy, consisting of {\itshape The Network Society}, {\itshape The Power of Identity}, and {\itshape End of Millennium}, Castells\textquotesingle{} analysis of the new economy colligates several strands of the new society: new technological paradigms, globalization, social movements, and the demise of the sovereign nation-{}state. {\itshape The Network Society} deals with the \symbol{34}new techno-{}economic system\symbol{34} (Castells, 2001, p. 4). {\itshape The Power of Identity} discusses social movements and politics resisting or adapting to the network society.  {\itshape End of Millennium}, the last work of the trilogy, describes the results of the previous two factors in the world. This chapter thus explores what a Castellian network society is, through exploration of his trilogy and other articles.
\section{New Economy}
\label{141}
\subsection{New forms of time and space}
\label{142}

The concept of an information economy or network economy is undoubtedly related to new information technologies. According to economists, the definition of an information economy can mean not only an abundant use of information technologies, but also a new something that affects the way individuals work, produce, and consume.  Human processes are changed by these technologies. Thus, to understand the information economy, one should first understand the characteristics of new information technologies, and then study the paradigm shift into the network society. 

Castells (1996, 1997a, 2000) defined the network society as a social structure which is characterized by networked communications technologies and information processing. This includes such social phenomena as economic interdependence among nations as well as globalization and social movements related to individual identity. Based on this definition, Castells (2000) hypothesized that the network society is organized around two new forms of time and space: timeless time and the space of flows. 

In terms of timeless time, new technologies, such as biotechnologies and communication networks, are breaking down the biological sense of time as well as logical sequences of time. Castells’ (1997b) example of new biological reproductive technologies blur life cycle patterns in conditions of parenting by either slowing down or speeding up the life cycle. 

Space of flow infers that physical distances are closer among organizations in the society, and information can be easily transmitted from one point to another point by new communication technologies. This means the annihilation of logical concept of space. For example, the hyperlink on webpage collapses succession of things in time and space span, because it brings one from one location to another location in an instant. Castells (2000) stated: “Space and Time, the material foundations of human experience, have been transformed, as the space of flows dominates the space of places, and timeless time supersedes clock time of the industrial era” (p. 1).
\subsection{New Techno-{}Economy Paradigm}
\label{143}

Castells stated that the new network society is dominated by “a new techno-{}economic paradigm based on information networks-{}informationalism” (Cabot, 2003, p.1148).  Castells (2004) definition of informationalism is “a technological paradigm based on the augmentation of the human capacity of information processing and communication made possible by the revolutions in microelectronics, software, and genetic engineering” (p. 11). Information processing and communication, like newspapers, radios, and televisions, existed in history too. However, information technologies were not fundamental materials for development in the past industrial economy. The informational economy depends on the capacity of networks. Thus, without the capacity provided by these new technologies, the new economy would not be able to operate, as the industrial society could not fully expand without electricity (Castells, 2004). 

Whereas the industrial economy was based on a value chain from manufacturers to retailers, the information economy created various positions related to information technologies and the networks in the value chain such as designers, operators, and integrators. The information economy requires a greater number of highly intelligent laborers that can manage and control the technologies than in an industrial economy. Moreover, there are comparatively more opportunities to create a profit in the network industry or information industry than in other industries. Due to the importance of the networks and communication technologies in the new economy, networks, as a new material for new economy, began to formulate social power, and the members exploiting the ability of networks began to acquire social power (Gerstner, 1999). For example, the network enterprise is the prevailing form of business organization in information economy, since it follows “a complete transformation of relationships of production and management” (Castells, 2000b, p.607).
\subsection{Global Economy}
\label{144}

Since the modern digital networks that the new paradigm emphasizes have no geographical limitation, the information economy is largely characteristic of global economy. The global economy can be defined as “a network of financial transactions, production sites, markets, and labor pools on a planetary scale” (Castells, 2000b, p.695). This definition places emphasis on the “linkages between economic agents,” which are essentially horizontal and flexible relationships in which the operating economic agents, as nodes in networks, enact a project (Fields, 2002, p.56). Thus, these linkages are not really firms, but instead can be seen as networking nodes. 

The nature of technologies and networks generally affects the structure of the economy. The flexibility of modern business organizations reflects the flexible nature of new networks, so that the linkages are occasionally transformed and reconstructed for its profitability. Since current networks have few physical limitations and open systems, they can “increase their value exponentially as they add nodes” (Castells, 2000c, p.698) and can create infinite linkages among other agents for their goals. Thus, the structure of information economy is not constrained by geographical restrictions. At the definition of the global economy, the planetary scale does not require highly internationalized organizations or wide geographical ranges. Rather, in terms of the space of flows made of bits and pieces of places, global economy exists in the reconstructed time and space. Gupta (2003) uses the example of NASDAQ, an electronically wired stock market, for the case of global economy. The global economy is a concept that values the speed with which knowledge, goods, and people are transacted. Spatial distance is no longer significant. 

On the contrary, rails and telegraph have also influenced the structure of the past industrial economy. Richard R. Jone (2000) estimated that new digital revolution in the past half century is comparable to the role of railroads and telegraphy in the 19th century, in terms of “information infrastructure” (pp. 68-{}86). In the case of the 19th century, the railroad and telegraph, as new networks, contributed to compress geographical distance, which accelerated industrial development. However, since the networks were less flexible under their physical limitations, the industrial structure, based on the networks, was less flexible than today. In the 19th century, the structure of business was generally vertically integrated, relying on mass-{}production systems, and mass-{}distribution networks. In sum, new technology alters the structure of society and industry by its inherent nature, so that the structure in the new economy is flexible and horizontal with production and consumption relying on the new global and digital networks.
\section{Main Features of New Economy}
\label{145}
\subsection{Individualization of Work}
\label{146}

In the new global economy, a cleavage or gap seems to increase between \symbol{34}\textquotesingle{}generic labour\textquotesingle{} (casual substitutable labour) and \textquotesingle{}self-{}reprogrammable labour\textquotesingle{} (those with the ability to adapt their skills throughout their lives)\symbol{34} (Kaldor, 1998, p. 899). Generic labour refers to a person who is unskilled or possesses lower skills or has a low level of education. These individuals usually work for low-{}wage labor, and according to Castells (2004) can be, \symbol{34}disposable, except if they assert their right to exist as humans and citizens through their collective action\symbol{34} (p. 40). On the contrary, self-{}reprogrammable labour refers to highly educated people who manage and control information with high creativity. Castells (2004) states: 

\begin{myquote}
\item{}  \symbol{34}The more our information systems are complex, and interactively connected to data bases and information sources, the more what is required from labor is to be able of this searching and recombining capacity. This demands the appropriate training, not in terms of skills, but in terms of creative capacity, and ability to evolve with organizations and with the addition of knowledge in society\symbol{34} (p. 40). 
\end{myquote}


Since the matter of labour in the global economy is related to capacity and creativity, Castells (2001) suggests that education is a more important solution today.

Another problem in the cleavage between both types of labours is that labor organizations cannot function properly, and rather divide the self-{}reprogrammable labour from the generic labour. Another example of the cleavage is that within the industrial system, the employment of \symbol{34}flexible woman\symbol{34} increased, but that of \symbol{34}organized man\symbol{34} decreased, over the last couple of decades. The more valuable segments in the value chain of global economy can survive. 

Since the global economy allows flexible and arbitrary linkage between nodes, a business organization can easily redeploy their labour sources from one market to the other market in a planetary scope. Thus, globalization of the economic activities enables the situation that one labour market is supplied for abundant works, but, at the same time, one market experiences a serious unemployment. The other problem of labour in global economy is that new technologies increase the productivity of blue-{}collar worker, so that the network enterprises downsize its own system. This is reminiscent of the mass layoffs in the 19th century. 

Castells (1997b) views these trends as \symbol{34}the reversal trend of socialization of labour that characterized the industrial age\symbol{34} (p. 9). He warns of the alienation of workers in the network society by using Carnoy\textquotesingle{}s terms of \symbol{34}individualization of work\symbol{34}. 

\begin{myquote}
\item{}  \symbol{34}Networking and individualization of work leaves workers to themselves. Which is all right when they are strong, but becomes a dramatic condition when they do not have proper skills, or they fall into some of the traps of the system (illness, additions, psychological problems, lack of housing, or of health insurance)\symbol{34} (Castells, 1999).
\end{myquote}

\subsection{Inequality in the Global Economy}
\label{147} 

The central point of Castells\textquotesingle{} information economy is that the inherent logic of the system is exclusionary, and the gap is increasing (Gerstner, 1999). Castells (2000a) defines the global economy as “still-{}capitalism”, since the purpose of production in the new economy is still for profit and the economy system is still based on property rights (p. 373). Castells (2004) states: \symbol{34}Capitalism has not disappeared, but it is not, against the ideologically suggested perception, the only source of value in the global town\symbol{34} (p. 39). 

Castells suggests that Africa, as the fourth world, is “dropping further and further behind the global economy with each leap forward by the techno-{}elite” (Gerstner, 1999). This is not because of political purposes, but because of the inherent nature of technology. Why does the inequality increase if tremendous technological advancements are supplied to society? New networks and communication technologies enable people or nodes to build relations with others. However, the decision of making relations is up to the comparative value of each node. Thus, Africa, which has no legacy from an industrial era, is composed of less valuable segments, which remain isolated or utilized for cheap wage labor in the new economy. Poor children in Africa and Latin America are still exploited at work by global business organizations. 

The inequality occurs in information consumption. Alvin Toffler and Nicolas Negroponte believed that the new information technologies would lead a radical, positive change in the economy. Castells foresees that technical changes are not equally beneficial to everyone in the global economy. His attention is focused on the digital divide, which refers inequitable distribution or access to information. Wireless communication, Broadband cable, and other new technologies made it possible to hyperlink instantly among multiple spots. However, the majority of the populations remain unwired. According to Castells, information, like the capitals in industrial economy, is always insufficient to all the people. 

Since Castells considers the new techno-{}economic paradigm in network society a \symbol{34}socially embedded process, not as an exogenous factor affecting society,\symbol{34} he can be categorized as a technology determinist. However, he has never blamed the technology itself, even if he thinks that the nature of modern technology increases the inequity of global societies. Castells states: \symbol{34}This is not an opinion. It\textquotesingle{}s an empirical observation. However, this is not the fault of technology, it is the way we use it.... Unequal, undemocratic, exclusionary societies, on the contrary, will see the power of technology dramatically increases social exclusion\symbol{34} (Gerstner, 1999).
\subsection{The demise of the Sovereign Nation-{}State}
\label{148}

Another main trend of the new economy is the “demise of the sovereign nation-{}state\symbol{34} (Castells, 2000c, p. 694). Since both global networks and communication technologies have increased the strength and frequency of transforming information, capitals, and labour among other nodes in the networks, all nations and states have become more interdependent. The increased relations stimulate the necessity of transnational institutions such as the EU, NATO, ASEAN, and UN. Castells (2001) argues that the degree of freedom of nation states has shrunk to an extraordinary degree in the last ten years, because of the European Union. Member nations in the European Union have decentralized markets in order to strengthen their bargaining power and socio-{}economic control. Consequently, each member state in the Union has experienced diminishing social power over their national issues and more complex relations with each other. Nodes in information economies or network economies do not necessarily exist in the form of an organization, but occasionally exist as a individuals, such as Alan Greenspan, the Chairman of Federal Reserve Board (Castells, 2001). 

However, the demise of sovereignty for Castells does not mean that the current nations or states will disappear through global networks, but that their social power should be shared or restricted by other institutions, nations, or states.
\section{Skepticism}
\label{149}

Castells’ theory revisits Marxist skepticism regarding industrialism. The theory of the network society uses many concepts and viewpoints traditionally held by Marxists. Castells replaces the position of capital in industrialism by the concept of information. In his analysis, Castells recognizes that the rise of informationalism and the nature of networks has led global societies toward inequality and social exclusion, widening the cleavage between \symbol{34}generic labour\symbol{34} and \symbol{34}self-{}reprogrammable labour,\symbol{34} global city and local city, information-{}rich and information-{}poor. Thus, Tony Giddens, Alain Touraine, Peter Hall, and Chris Freeman compare Castells to such sociologists of importance as Marx and Weber (Cabot, 2003).  During the 1970s, Castells exhibited a Marxist intellectual trajectory, and he confessed that he felt the need of Marxism for probing political change in information age.
\section{Legacy}
\label{150}

Castell\textquotesingle{}s most important contribution was that he attempted to build a grand theory of the information age in macro-{}perspective. Even though his work is still progressing, his wide ranging analysis has provided an in-{}depth, yet macro understanding about the information society. The majority of his approach has been empirical in an attempt to diagnose the contemporary problems in the information society. Castells states his high dissatisfaction with the apparent superficiality of the prophecies that futurists such as Toffler and Gilder had announced for the \symbol{34}new\symbol{34} society. Although there are some criticisms that Castells overemphasized the negative effects of the information economy, his analysis for each case, such as the collapse of Soviet Union, was empirical and very accurate. 

In addition, Castells analysis is globalized, even if he warns of the dark side of globalization. As most information infrastructures are centralized on U.S. or Western European nations, most of the academic analysis on information economy concerns those countries. However, Castells’ empirical studies range from the fourth-{}world countries to the European Union.
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\section {GNU GENERAL PUBLIC LICENSE}
\begin{multicols}{4}

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
Preamble

The GNU General Public License is a free, copyleft license for software and other kinds of works.

The licenses for most software and other practical works are designed to take away your freedom to share and change the works. By contrast, the GNU General Public License is intended to guarantee your freedom to share and change all versions of a program--to make sure it remains free software for all its users. We, the Free Software Foundation, use the GNU General Public License for most of our software; it applies also to any other work released this way by its authors. You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses are designed to make sure that you have the freedom to distribute copies of free software (and charge for them if you wish), that you receive source code or can get it if you want it, that you can change the software or use pieces of it in new free programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denying you these rights or asking you to surrender the rights. Therefore, you have certain responsibilities if you distribute copies of the software, or if you modify it: responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must pass on to the recipients the same freedoms that you received. You must make sure that they, too, receive or can get the source code. And you must show them these terms so they know their rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert copyright on the software, and (2) offer you this License giving you legal permission to copy, distribute and/or modify it.

For the developers' and authors' protection, the GPL clearly explains that there is no warranty for this free software. For both users' and authors' sake, the GPL requires that modified versions be marked as changed, so that their problems will not be attributed erroneously to authors of previous versions.

Some devices are designed to deny users access to install or run modified versions of the software inside them, although the manufacturer can do so. This is fundamentally incompatible with the aim of protecting users' freedom to change the software. The systematic pattern of such abuse occurs in the area of products for individuals to use, which is precisely where it is most unacceptable. Therefore, we have designed this version of the GPL to prohibit the practice for those products. If such problems arise substantially in other domains, we stand ready to extend this provision to those domains in future versions of the GPL, as needed to protect the freedom of users.

Finally, every program is threatened constantly by software patents. States should not allow patents to restrict development and use of software on general-purpose computers, but in those that do, we wish to avoid the special danger that patents applied to a free program could make it effectively proprietary. To prevent this, the GPL assures that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribution and modification follow.
TERMS AND CONDITIONS
0. Definitions.

“This License” refers to version 3 of the GNU General Public License.

“Copyright” also means copyright-like laws that apply to other kinds of works, such as semiconductor masks.

“The Program” refers to any copyrightable work licensed under this License. Each licensee is addressed as “you”. “Licensees” and “recipients” may be individuals or organizations.

To “modify” a work means to copy from or adapt all or part of the work in a fashion requiring copyright permission, other than the making of an exact copy. The resulting work is called a “modified version” of the earlier work or a work “based on” the earlier work.

A “covered work” means either the unmodified Program or a work based on the Program.

To “propagate” a work means to do anything with it that, without permission, would make you directly or secondarily liable for infringement under applicable copyright law, except executing it on a computer or modifying a private copy. Propagation includes copying, distribution (with or without modification), making available to the public, and in some countries other activities as well.

To “convey” a work means any kind of propagation that enables other parties to make or receive copies. Mere interaction with a user through a computer network, with no transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Legal Notices” to the extent that it includes a convenient and prominently visible feature that (1) displays an appropriate copyright notice, and (2) tells the user that there is no warranty for the work (except to the extent that warranties are provided), that licensees may convey the work under this License, and how to view a copy of this License. If the interface presents a list of user commands or options, such as a menu, a prominent item in the list meets this criterion.
1. Source Code.

The “source code” for a work means the preferred form of the work for making modifications to it. “Object code” means any non-source form of a work.

A “Standard Interface” means an interface that either is an official standard defined by a recognized standards body, or, in the case of interfaces specified for a particular programming language, one that is widely used among developers working in that language.

The “System Libraries” of an executable work include anything, other than the work as a whole, that (a) is included in the normal form of packaging a Major Component, but which is not part of that Major Component, and (b) serves only to enable use of the work with that Major Component, or to implement a Standard Interface for which an implementation is available to the public in source code form. A “Major Component”, in this context, means a major essential component (kernel, window system, and so on) of the specific operating system (if any) on which the executable work runs, or a compiler used to produce the work, or an object code interpreter used to run it.

The “Corresponding Source” for a work in object code form means all the source code needed to generate, install, and (for an executable work) run the object code and to modify the work, including scripts to control those activities. However, it does not include the work's System Libraries, or general-purpose tools or generally available free programs which are used unmodified in performing those activities but which are not part of the work. For example, Corresponding Source includes interface definition files associated with source files for the work, and the source code for shared libraries and dynamically linked subprograms that the work is specifically designed to require, such as by intimate data communication or control flow between those subprograms and other parts of the work.

The Corresponding Source need not include anything that users can regenerate automatically from other parts of the Corresponding Source.

The Corresponding Source for a work in source code form is that same work.
2. Basic Permissions.

All rights granted under this License are granted for the term of copyright on the Program, and are irrevocable provided the stated conditions are met. This License explicitly affirms your unlimited permission to run the unmodified Program. The output from running a covered work is covered by this License only if the output, given its content, constitutes a covered work. This License acknowledges your rights of fair use or other equivalent, as provided by copyright law.

You may make, run and propagate covered works that you do not convey, without conditions so long as your license otherwise remains in force. You may convey covered works to others for the sole purpose of having them make modifications exclusively for you, or provide you with facilities for running those works, provided that you comply with the terms of this License in conveying all material for which you do not control copyright. Those thus making or running the covered works for you must do so exclusively on your behalf, under your direction and control, on terms that prohibit them from making any copies of your copyrighted material outside their relationship with you.

Conveying under any other circumstances is permitted solely under the conditions stated below. Sublicensing is not allowed; section 10 makes it unnecessary.
3. Protecting Users' Legal Rights From Anti-Circumvention Law.

No covered work shall be deemed part of an effective technological measure under any applicable law fulfilling obligations under article 11 of the WIPO copyright treaty adopted on 20 December 1996, or similar laws prohibiting or restricting circumvention of such measures.

When you convey a covered work, you waive any legal power to forbid circumvention of technological measures to the extent such circumvention is effected by exercising rights under this License with respect to the covered work, and you disclaim any intention to limit operation or modification of the work as a means of enforcing, against the work's users, your or third parties' legal rights to forbid circumvention of technological measures.
4. Conveying Verbatim Copies.

You may convey verbatim copies of the Program's source code as you receive it, in any medium, provided that you conspicuously and appropriately publish on each copy an appropriate copyright notice; keep intact all notices stating that this License and any non-permissive terms added in accord with section 7 apply to the code; keep intact all notices of the absence of any warranty; and give all recipients a copy of this License along with the Program.

You may charge any price or no price for each copy that you convey, and you may offer support or warranty protection for a fee.
5. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modifications to produce it from the Program, in the form of source code under the terms of section 4, provided that you also meet all of these conditions:

    * a) The work must carry prominent notices stating that you modified it, and giving a relevant date.
    * b) The work must carry prominent notices stating that it is released under this License and any conditions added under section 7. This requirement modifies the requirement in section 4 to “keep intact all notices”.
    * c) You must license the entire work, as a whole, under this License to anyone who comes into possession of a copy. This License will therefore apply, along with any applicable section 7 additional terms, to the whole of the work, and all its parts, regardless of how they are packaged. This License gives no permission to license the work in any other way, but it does not invalidate such permission if you have separately received it.
    * d) If the work has interactive user interfaces, each must display Appropriate Legal Notices; however, if the Program has interactive interfaces that do not display Appropriate Legal Notices, your work need not make them do so.

A compilation of a covered work with other separate and independent works, which are not by their nature extensions of the covered work, and which are not combined with it such as to form a larger program, in or on a volume of a storage or distribution medium, is called an “aggregate” if the compilation and its resulting copyright are not used to limit the access or legal rights of the compilation's users beyond what the individual works permit. Inclusion of a covered work in an aggregate does not cause this License to apply to the other parts of the aggregate.
6. Conveying Non-Source Forms.

You may convey a covered work in object code form under the terms of sections 4 and 5, provided that you also convey the machine-readable Corresponding Source under the terms of this License, in one of these ways:

    * a) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by the Corresponding Source fixed on a durable physical medium customarily used for software interchange.
    * b) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by a written offer, valid for at least three years and valid for as long as you offer spare parts or customer support for that product model, to give anyone who possesses the object code either (1) a copy of the Corresponding Source for all the software in the product that is covered by this License, on a durable physical medium customarily used for software interchange, for a price no more than your reasonable cost of physically performing this conveying of source, or (2) access to copy the Corresponding Source from a network server at no charge.
    * c) Convey individual copies of the object code with a copy of the written offer to provide the Corresponding Source. This alternative is allowed only occasionally and noncommercially, and only if you received the object code with such an offer, in accord with subsection 6b.
    * d) Convey the object code by offering access from a designated place (gratis or for a charge), and offer equivalent access to the Corresponding Source in the same way through the same place at no further charge. You need not require recipients to copy the Corresponding Source along with the object code. If the place to copy the object code is a network server, the Corresponding Source may be on a different server (operated by you or a third party) that supports equivalent copying facilities, provided you maintain clear directions next to the object code saying where to find the Corresponding Source. Regardless of what server hosts the Corresponding Source, you remain obligated to ensure that it is available for as long as needed to satisfy these requirements.
    * e) Convey the object code using peer-to-peer transmission, provided you inform other peers where the object code and Corresponding Source of the work are being offered to the general public at no charge under subsection 6d.

A separable portion of the object code, whose source code is excluded from the Corresponding Source as a System Library, need not be included in conveying the object code work.

A “User Product” is either (1) a “consumer product”, which means any tangible personal property which is normally used for personal, family, or household purposes, or (2) anything designed or sold for incorporation into a dwelling. In determining whether a product is a consumer product, doubtful cases shall be resolved in favor of coverage. For a particular product received by a particular user, “normally used” refers to a typical or common use of that class of product, regardless of the status of the particular user or of the way in which the particular user actually uses, or expects or is expected to use, the product. A product is a consumer product regardless of whether the product has substantial commercial, industrial or non-consumer uses, unless such uses represent the only significant mode of use of the product.

“Installation Information” for a User Product means any methods, procedures, authorization keys, or other information required to install and execute modified versions of a covered work in that User Product from a modified version of its Corresponding Source. The information must suffice to ensure that the continued functioning of the modified object code is in no case prevented or interfered with solely because modification has been made.

If you convey an object code work under this section in, or with, or specifically for use in, a User Product, and the conveying occurs as part of a transaction in which the right of possession and use of the User Product is transferred to the recipient in perpetuity or for a fixed term (regardless of how the transaction is characterized), the Corresponding Source conveyed under this section must be accompanied by the Installation Information. But this requirement does not apply if neither you nor any third party retains the ability to install modified object code on the User Product (for example, the work has been installed in ROM).

The requirement to provide Installation Information does not include a requirement to continue to provide support service, warranty, or updates for a work that has been modified or installed by the recipient, or for the User Product in which it has been modified or installed. Access to a network may be denied when the modification itself materially and adversely affects the operation of the network or violates the rules and protocols for communication across the network.

Corresponding Source conveyed, and Installation Information provided, in accord with this section must be in a format that is publicly documented (and with an implementation available to the public in source code form), and must require no special password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement the terms of this License by making exceptions from one or more of its conditions. Additional permissions that are applicable to the entire Program shall be treated as though they were included in this License, to the extent that they are valid under applicable law. If additional permissions apply only to part of the Program, that part may be used separately under those permissions, but the entire Program remains governed by this License without regard to the additional permissions.

When you convey a copy of a covered work, you may at your option remove any additional permissions from that copy, or from any part of it. (Additional permissions may be written to require their own removal in certain cases when you modify the work.) You may place additional permissions on material, added by you to a covered work, for which you have or can give appropriate copyright permission.

Notwithstanding any other provision of this License, for material you add to a covered work, you may (if authorized by the copyright holders of that material) supplement the terms of this License with terms:

    * a) Disclaiming warranty or limiting liability differently from the terms of sections 15 and 16 of this License; or
    * b) Requiring preservation of specified reasonable legal notices or author attributions in that material or in the Appropriate Legal Notices displayed by works containing it; or
    * c) Prohibiting misrepresentation of the origin of that material, or requiring that modified versions of such material be marked in reasonable ways as different from the original version; or
    * d) Limiting the use for publicity purposes of names of licensors or authors of the material; or
    * e) Declining to grant rights under trademark law for use of some trade names, trademarks, or service marks; or
    * f) Requiring indemnification of licensors and authors of that material by anyone who conveys the material (or modified versions of it) with contractual assumptions of liability to the recipient, for any liability that these contractual assumptions directly impose on those licensors and authors.

All other non-permissive additional terms are considered “further restrictions” within the meaning of section 10. If the Program as you received it, or any part of it, contains a notice stating that it is governed by this License along with a term that is a further restriction, you may remove that term. If a license document contains a further restriction but permits relicensing or conveying under this License, you may add to a covered work material governed by the terms of that license document, provided that the further restriction does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this section, you must place, in the relevant source files, a statement of the additional terms that apply to those files, or a notice indicating where to find the applicable terms.

Additional terms, permissive or non-permissive, may be stated in the form of a separately written license, or stated as exceptions; the above requirements apply either way.
8. Termination.

You may not propagate or modify a covered work except as expressly provided under this License. Any attempt otherwise to propagate or modify it is void, and will automatically terminate your rights under this License (including any patent licenses granted under the third paragraph of section 11).

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, you do not qualify to receive new licenses for the same material under section 10.
9. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to receive or run a copy of the Program. Ancillary propagation of a covered work occurring solely as a consequence of using peer-to-peer transmission to receive a copy likewise does not require acceptance. However, nothing other than this License grants you permission to propagate or modify any covered work. These actions infringe copyright if you do not accept this License. Therefore, by modifying or propagating a covered work, you indicate your acceptance of this License to do so.
10. Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient automatically receives a license from the original licensors, to run, modify and propagate that work, subject to this License. You are not responsible for enforcing compliance by third parties with this License.

An “entity transaction” is a transaction transferring control of an organization, or substantially all assets of one, or subdividing an organization, or merging organizations. If propagation of a covered work results from an entity transaction, each party to that transaction who receives a copy of the work also receives whatever licenses to the work the party's predecessor in interest had or could give under the previous paragraph, plus a right to possession of the Corresponding Source of the work from the predecessor in interest, if the predecessor has it or can get it with reasonable efforts.

You may not impose any further restrictions on the exercise of the rights granted or affirmed under this License. For example, you may not impose a license fee, royalty, or other charge for exercise of rights granted under this License, and you may not initiate litigation (including a cross-claim or counterclaim in a lawsuit) alleging that any patent claim is infringed by making, using, selling, offering for sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who authorizes use under this License of the Program or a work on which the Program is based. The work thus licensed is called the contributor's “contributor version”.

A contributor's “essential patent claims” are all patent claims owned or controlled by the contributor, whether already acquired or hereafter acquired, that would be infringed by some manner, permitted by this License, of making, using, or selling its contributor version, but do not include claims that would be infringed only as a consequence of further modification of the contributor version. For purposes of this definition, “control” includes the right to grant patent sublicenses in a manner consistent with the requirements of this License.

Each contributor grants you a non-exclusive, worldwide, royalty-free patent license under the contributor's essential patent claims, to make, use, sell, offer for sale, import and otherwise run, modify and propagate the contents of its contributor version.

In the following three paragraphs, a “patent license” is any express agreement or commitment, however denominated, not to enforce a patent (such as an express permission to practice a patent or covenant not to sue for patent infringement). To “grant” such a patent license to a party means to make such an agreement or commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patent license, and the Corresponding Source of the work is not available for anyone to copy, free of charge and under the terms of this License, through a publicly available network server or other readily accessible means, then you must either (1) cause the Corresponding Source to be so available, or (2) arrange to deprive yourself of the benefit of the patent license for this particular work, or (3) arrange, in a manner consistent with the requirements of this License, to extend the patent license to downstream recipients. “Knowingly relying” means you have actual knowledge that, but for the patent license, your conveying the covered work in a country, or your recipient's use of the covered work in a country, would infringe one or more identifiable patents in that country that you have reason to believe are valid.

If, pursuant to or in connection with a single transaction or arrangement, you convey, or propagate by procuring conveyance of, a covered work, and grant a patent license to some of the parties receiving the covered work authorizing them to use, propagate, modify or convey a specific copy of the covered work, then the patent license you grant is automatically extended to all recipients of the covered work and works based on it.

A patent license is “discriminatory” if it does not include within the scope of its coverage, prohibits the exercise of, or is conditioned on the non-exercise of one or more of the rights that are specifically granted under this License. You may not convey a covered work if you are a party to an arrangement with a third party that is in the business of distributing software, under which you make payment to the third party based on the extent of your activity of conveying the work, and under which the third party grants, to any of the parties who would receive the covered work from you, a discriminatory patent license (a) in connection with copies of the covered work conveyed by you (or copies made from those copies), or (b) primarily for and in connection with specific products or compilations that contain the covered work, unless you entered into that arrangement, or that patent license was granted, prior to 28 March 2007.

Nothing in this License shall be construed as excluding or limiting any implied license or other defenses to infringement that may otherwise be available to you under applicable patent law.
12. No Surrender of Others' Freedom.

If conditions are imposed on you (whether by court order, agreement or otherwise) that contradict the conditions of this License, they do not excuse you from the conditions of this License. If you cannot convey a covered work so as to satisfy simultaneously your obligations under this License and any other pertinent obligations, then as a consequence you may not convey it at all. For example, if you agree to terms that obligate you to collect a royalty for further conveying from those to whom you convey the Program, the only way you could satisfy both those terms and this License would be to refrain entirely from conveying the Program.
13. Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, you have permission to link or combine any covered work with a work licensed under version 3 of the GNU Affero General Public License into a single combined work, and to convey the resulting work. The terms of this License will continue to apply to the part which is the covered work, but the special requirements of the GNU Affero General Public License, section 13, concerning interaction through a network will apply to the combination as such.
14. Revised Versions of this License.

The Free Software Foundation may publish revised and/or new versions of the GNU General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies that a certain numbered version of the GNU General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that numbered version or of any later version published by the Free Software Foundation. If the Program does not specify a version number of the GNU General Public License, you may choose any version ever published by the Free Software Foundation.

If the Program specifies that a proxy can decide which future versions of the GNU General Public License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Program.

Later license versions may give you additional or different permissions. However, no additional obligations are imposed on any author or copyright holder as a result of your choosing to follow a later version.
15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MODIFIES AND/OR CONVEYS THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
17. Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability provided above cannot be given local legal effect according to their terms, reviewing courts shall apply local law that most closely approximates an absolute waiver of all civil liability in connection with the Program, unless a warranty or assumption of liability accompanies a copy of the Program in return for a fee.

END OF TERMS AND CONDITIONS
How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to the public, the best way to achieve this is to make it free software which everyone can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the start of each source file to most effectively state the exclusion of warranty; and each file should have at least the “copyright” line and a pointer to where the full notice is found.

    <one line to give the program's name and a brief idea of what it does.>
    Copyright (C) <year>  <name of author>

    This program is free software: you can redistribute it and/or modify
    it under the terms of the GNU General Public License as published by
    the Free Software Foundation, either version 3 of the License, or
    (at your option) any later version.

    This program is distributed in the hope that it will be useful,
    but WITHOUT ANY WARRANTY; without even the implied warranty of
    MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the
    GNU General Public License for more details.

    You should have received a copy of the GNU General Public License
    along with this program.  If not, see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by electronic and paper mail.

If the program does terminal interaction, make it output a short notice like this when it starts in an interactive mode:

    <program>  Copyright (C) <year>  <name of author>
    This program comes with ABSOLUTELY NO WARRANTY; for details type `show w'.
    This is free software, and you are welcome to redistribute it
    under certain conditions; type `show c' for details.

The hypothetical commands `show w' and `show c' should show the appropriate parts of the General Public License. Of course, your program's commands might be different; for a GUI interface, you would use an “about box”.

You should also get your employer (if you work as a programmer) or school, if any, to sign a “copyright disclaimer” for the program, if necessary. For more information on this, and how to apply and follow the GNU GPL, see <http://www.gnu.org/licenses/>.

The GNU General Public License does not permit incorporating your program into proprietary programs. If your program is a subroutine library, you may consider it more useful to permit linking proprietary applications with the library. If this is what you want to do, use the GNU Lesser General Public License instead of this License. But first, please read <http://www.gnu.org/philosophy/why-not-lgpl.html>.
\end{multicols}

\section{GNU Free Documentation License}
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Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document "free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the GNU General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose is instruction or reference.
1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or authors of the Document to the Document's overall subject (or to related matters) and contains nothing that could fall directly within that overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.

The "publisher" means any person or entity that distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.
2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.
3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.
4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

    * A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.
    * B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.
    * C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
    * D. Preserve all the copyright notices of the Document.
    * E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.
    * F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.
    * G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.
    * H. Include an unaltered copy of this License.
    * I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.
    * J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.
    * K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
    * L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.
    * M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
    * N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
    * O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties—for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.
5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".
6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.
7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.
8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided under this License. Any attempt otherwise to copy, modify, sublicense, or distribute it is void, and will automatically terminate your rights under this License.

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, receipt of a copy of some or all of the same material does not give you any rights to use it.
10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation. If the Document specifies that a proxy can decide which future versions of this License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or "MMC Site") means any World Wide Web server that publishes copyrightable works and also provides prominent facilities for anybody to edit those works. A public wiki that anybody can edit is an example of such a server. A "Massive Multiauthor Collaboration" (or "MMC") contained in the site means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" means the Creative Commons Attribution-Share Alike 3.0 license published by Creative Commons Corporation, a not-for-profit corporation with a principal place of business in San Francisco, California, as well as future copyleft versions of that license published by that same organization.

"Incorporate" means to publish or republish a Document, in whole or in part, as part of another Document.

An MMC is "eligible for relicensing" if it is licensed under this License, and if all works that were first published under this License somewhere other than this MMC, and subsequently incorporated in whole or in part into the MMC, (1) had no cover texts or invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-SA on the same site at any time before August 1, 2009, provided the MMC is eligible for relicensing.
ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:

    Copyright (C)  YEAR  YOUR NAME.
    Permission is granted to copy, distribute and/or modify this document
    under the terms of the GNU Free Documentation License, Version 1.3
    or any later version published by the Free Software Foundation;
    with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
    A copy of the license is included in the section entitled "GNU
    Free Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with … Texts." line with this:

    with the Invariant Sections being LIST THEIR TITLES, with the
    Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software license, such as the GNU General Public License, to permit their use in free software.
\end{multicols}

\section{GNU Lesser General Public License}
\begin{multicols}{4}


GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

This version of the GNU Lesser General Public License incorporates the terms and conditions of version 3 of the GNU General Public License, supplemented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3 of the GNU Lesser General Public License, and the “GNU GPL” refers to version 3 of the GNU General Public License.

“The Library” refers to a covered work governed by this License, other than an Application or a Combined Work as defined below.

An “Application” is any work that makes use of an interface provided by the Library, but which is not otherwise based on the Library. Defining a subclass of a class defined by the Library is deemed a mode of using an interface provided by the Library.

A “Combined Work” is a work produced by combining or linking an Application with the Library. The particular version of the Library with which the Combined Work was made is also called the “Linked Version”.

The “Minimal Corresponding Source” for a Combined Work means the Corresponding Source for the Combined Work, excluding any source code for portions of the Combined Work that, considered in isolation, are based on the Application, and not on the Linked Version.

The “Corresponding Application Code” for a Combined Work means the object code and/or source code for the Application, including any data and utility programs needed for reproducing the Combined Work from the Application, but excluding the System Libraries of the Combined Work.
1. Exception to Section 3 of the GNU GPL.

You may convey a covered work under sections 3 and 4 of this License without being bound by section 3 of the GNU GPL.
2. Conveying Modified Versions.

If you modify a copy of the Library, and, in your modifications, a facility refers to a function or data to be supplied by an Application that uses the facility (other than as an argument passed when the facility is invoked), then you may convey a copy of the modified version:

    * a) under this License, provided that you make a good faith effort to ensure that, in the event an Application does not supply the function or data, the facility still operates, and performs whatever part of its purpose remains meaningful, or
    * b) under the GNU GPL, with none of the additional permissions of this License applicable to that copy.

3. Object Code Incorporating Material from Library Header Files.

The object code form of an Application may incorporate material from a header file that is part of the Library. You may convey such object code under terms of your choice, provided that, if the incorporated material is not limited to numerical parameters, data structure layouts and accessors, or small macros, inline functions and templates (ten or fewer lines in length), you do both of the following:

    * a) Give prominent notice with each copy of the object code that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the object code with a copy of the GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of your choice that, taken together, effectively do not restrict modification of the portions of the Library contained in the Combined Work and reverse engineering for debugging such modifications, if you also do each of the following:

    * a) Give prominent notice with each copy of the Combined Work that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the Combined Work with a copy of the GNU GPL and this license document.
    * c) For a Combined Work that displays copyright notices during execution, include the copyright notice for the Library among these notices, as well as a reference directing the user to the copies of the GNU GPL and this license document.
    * d) Do one of the following:
          o 0) Convey the Minimal Corresponding Source under the terms of this License, and the Corresponding Application Code in a form suitable for, and under terms that permit, the user to recombine or relink the Application with a modified version of the Linked Version to produce a modified Combined Work, in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.
          o 1) Use a suitable shared library mechanism for linking with the Library. A suitable mechanism is one that (a) uses at run time a copy of the Library already present on the user's computer system, and (b) will operate properly with a modified version of the Library that is interface-compatible with the Linked Version.
    * e) Provide Installation Information, but only if you would otherwise be required to provide such information under section 6 of the GNU GPL, and only to the extent that such information is necessary to install and execute a modified version of the Combined Work produced by recombining or relinking the Application with a modified version of the Linked Version. (If you use option 4d0, the Installation Information must accompany the Minimal Corresponding Source and Corresponding Application Code. If you use option 4d1, you must provide the Installation Information in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work based on the Library side by side in a single library together with other library facilities that are not Applications and are not covered by this License, and convey such a combined library under terms of your choice, if you do both of the following:

    * a) Accompany the combined library with a copy of the same work based on the Library, uncombined with any other library facilities, conveyed under the terms of this License.
    * b) Give prominent notice with the combined library that part of it is a work based on the Library, and explaining where to find the accompanying uncombined form of the same work.

6. Revised Versions of the GNU Lesser General Public License.

The Free Software Foundation may publish revised and/or new versions of the GNU Lesser General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Library as you received it specifies that a certain numbered version of the GNU Lesser General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that published version or of any later version published by the Free Software Foundation. If the Library as you received it does not specify a version number of the GNU Lesser General Public License, you may choose any version of the GNU Lesser General Public License ever published by the Free Software Foundation.

If the Library as you received it specifies that a proxy can decide whether future versions of the GNU Lesser General Public License shall apply, that proxy's public statement of acceptance of any version is permanent authorization for you to choose that version for the Library.
\end{multicols}
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headers/options.tex

% Festlegungen für minitoc
% \renewcommand{\myminitoc}{\minitoc}
% \renewcommand{\mtctitle}{Überblick}
% \setcounter{minitocdepth}{1}
% \dominitoc   % diese Zeile aktiviert das Erstellen der minitocs, sie muss vor \tableofcontents kommen

% Seitenformat
% ------------
%\KOMAoption{paper}{A5}          % zulässig: letter, legal, executive; A-, B-, C-, D-Reihen
\KOMAoption{open}{right}			% zulässig: right (jedes Kapitel beginnt rechts), left, any
\KOMAoption{numbers}{auto}
% Satzspiegel jetzt neu berechnen, damit er bei Kopf- und Fußzeilen beachtet wird
\KOMAoptions{DIV=13}

% Kopf- und Fusszeilen
% --------------------
% Breite und Trennlinie
%\setheadwidth[-6mm]{textwithmarginpar}
%\setheadsepline[textwithmarginpar]{0.4pt}
\setheadwidth{text}
\setheadsepline[text]{0.4pt}

% Variante 1: Kopf: links Kapitel, rechts Abschnitt (ohne Nummer); Fuß: außen die Seitenzahl
\ohead{\headmark}
\renewcommand{\chaptermark}[1]{\markleft{#1}{}}
\renewcommand{\sectionmark}[1]{\markright{#1}{}}
\ofoot[\pagemark]{\pagemark}

% Variante 2: Kopf außen die Seitenzahl, Fuß nichts
%\ohead{\pagemark}
%\ofoot{}

% Standardschriften
% -----------------
%\KOMAoption{fontsize}{18pt}
\addtokomafont{disposition}{\rmfamily}
\addtokomafont{title}{\rmfamily} 
\setkomafont{pageheadfoot}{\normalfont\rmfamily\mdseries}

% vertikaler Ausgleich
% -------------------- 
% nein -> \raggedbottom
% ja   -> \flushbottom    aber ungeeignet bei Fußnoten
%\raggedbottom
\flushbottom

% Tiefe des Inhaltsverzeichnisses bestimmen
% -----------------------------------------
% -1   nur \part{}
%  0   bis \chapter{}
%  1   bis \section{}
%  2   bis \subsection{} usw.
\newcommand{\mytocdepth}{1}

% mypart - Teile des Buches und Inhaltsverzeichnis
% ------------------------------------------------
% Standard: nur im Inhaltsverzeichnis, zusätzlicher Eintrag ohne Seitenzahl
% Variante: nur im Inhaltsverzeichnis, zusätzlicher Eintrag mit Seitenzahl 
%\renewcommand{\mypart}[1]{\addcontentsline{toc}{part}{#1}}
% Variante: mit eigener Seite vor dem ersten Kapitel, mit Eintrag und Seitenzahl im Inhaltsverzeichnis
\renewcommand{\mypart}[1]{\part{#1}}


% maketitle
% -----------------------------------------------
% Bestandteile des Innentitels
%\title{Einführung in SQL}
%\author{Jürgen Thomas}
%\subtitle{Datenbanken bearbeiten}
\date{}
% Bestandteile von Impressum und CR
% Bestandteile von Impressum und CR

\uppertitleback{
%Detaillierte Daten zu dieser Publikation sind bei Wikibooks zu erhalten:\newline{} \url{http://de.wikibooks.org/}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet  zu erhalten: \newline{}\url{https://portal.d-nb.de/opac.htm?method=showSearchForm#top}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet unter der Katalog-Nr. 1008575860 zu erhalten: \newline{}\url{http://d-nb.info/1008575860}

%Namen von Programmen und Produkten sowie sonstige Angaben sind häufig geschützt. Da es auch freie Bezeichnungen gibt, wird das Symbol \textregistered{} nicht verwendet.

%Erstellt am 
\today{}
}

\lowertitleback{
{\footnotesize
On the 28th of April 2012 the contents of the English as well as German Wikibooks and Wikipedia projects were licensed under Creative Commons Attribution-ShareAlike 3.0 Unported license. An URI to this license is given in the list of figures on page \pageref{ListOfFigures}. If this document is a derived work from the contents of one of these projects and the content was still licensed by the project under this license at the time of derivation this document has to be licensed under the same, a similar or a compatible license, as stated in section 4b of the license. The list of contributors is included in chapter Contributors on page \pageref{Contributors}. The licenses GPL, LGPL and GFDL are included in chapter Licenses on page \pageref{Licenses}, since this book and/or parts of it may or may not be licensed under one or more of these licenses, and thus require inclusion of these licenses. The licenses of the figures are given in the list of figures on page \pageref{ListOfFigures}. This PDF was generated by the \LaTeX{} typesetting  software. The \LaTeX{} source code is included as an attachment ({\tt source.7z.txt}) in this PDF file. To extract the source from the PDF file, we recommend the use of \url{http://www.pdflabs.com/tools/pdftk-the-pdf-toolkit/} utility or clicking the paper clip attachment symbol on the lower left of your PDF Viewer, selecting {\tt Save Attachment}. After extracting it from the PDF file you have to rename it to {\tt source.7z}. To uncompress the resulting archive we recommend the use of \url{http://www.7-zip.org/}. The \LaTeX{} source itself was generated by a program written by Dirk Hünniger, which is freely available under an open source license from \url{http://de.wikibooks.org/wiki/Benutzer:Dirk_Huenniger/wb2pdf}. This distribution also contains a configured version of the {\tt pdflatex 
} compiler with all necessary packages and fonts needed to compile the \LaTeX{} source included in this PDF file. 
}}


\renewcommand{\mysubtitle}[1]{}
\renewcommand{\mymaintitle}[1]{}
\renewcommand{\myauthor}[1]{}

\newenvironment{myshaded}{%
  \def\FrameCommand{ \hskip-2pt \fboxsep=\FrameSep \colorbox{shadecolor}}%
  \MakeFramed {\advance\hsize-\width \FrameRestore}}%
 {\endMakeFramed}








headers/packages1.tex

% Standard für Formatierung
%\usepackage[utf8]{inputenc} % use \usepackage[utf8]{inputenc} for tex4ht
\usepackage[usenames]{color}
\usepackage{textcomp} 
\usepackage{alltt} 
\usepackage{syntax}
\usepackage{parskip} 
\usepackage[normalem]{ulem}
\usepackage[pdftex,unicode=true]{hyperref}
\usepackage{tocstyle}
\usepackage[defblank]{paralist}
\usepackage{trace}
\usepackage{bigstrut}
% Minitoc
%\usepackage{minitoc}

% Keystroke
\usepackage{keystroke}
\usepackage{supertabular}

\usepackage{wrapfig}
\newcommand{\bigs}{\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut{}}







headers/packages2.tex

% für Zeichensätze


%replacemnt for pslatex
\usepackage{mathptmx}
\usepackage[scaled=.92]{helvet}
\usepackage{courier}


\usepackage[T1]{fontenc} % disable this line for tex4ht

% für Tabellen
\usepackage{multirow}
\usepackage{multicol}
\usepackage{array,ragged2e}
\usepackage{longtable}

% für Kopf- und Fußzeilen, Fußnoten
\usepackage{scrpage2}
\usepackage{footnote}

% für Rahmen
\usepackage{verbatim}
\usepackage{framed}
\usepackage{mdframed}
\usepackage{listings}
\usepackage{lineno}

% für Symbole
\usepackage{amsmath}
\usepackage{amssymb}
\usepackage{amsfonts}

\usepackage{pifont}
\usepackage{marvosym}
\let\Cross\undefined 
\usepackage{fourier-orns}  % disable this line for tex4ht   % für weitere Logos, z.B. \danger

% für Grafik-Einbindung
\usepackage[pdftex]{graphicx}
\usepackage{wasysym}
\let\Square\undefined 

% unklare Verwendung
\usepackage{bbm}
\usepackage{skull}

%arabtex
\usepackage[T1]{tipa}  % disable this line for tex4ht

\usepackage{fancyvrb}
\usepackage{bbding} 
\usepackage{textcomp}
\usepackage[table]{xcolor}
\usepackage{microtype}
\usepackage{lscape}
\usepackage{amsthm}
\usepackage{tocstyle}








headers/paper.tex

\KOMAoption{paper}{A4}






headers/svg.tex

\newcommand{\SVGExtension}{png}






headers/templates-chemie.tex

\newcommand{\TemplateEnergieerhaltung}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz von der Erhaltung der Energie}\\ \hline
{\bfseries Albert Einstein (14.3. 1879 - 18.4.1955)}: Umwandlung von Energie in Masse und von Masse in Energie ist möglich.\\ 
$E = m \cdot c^2$ (c = Lichtgeschwindigkeit = 300.000 km/s)\\ \hline
{\bfseries 
Bei einer chemischen Reaktion ist die Summe aus Masse und Energie der Ausgangsstoffe gleich der Summe aus Masse und Energie der Endstoffe.
}\\\hline
Wird Energie frei, tritt ein unwägbar kleiner Massenverlust auf. Wird Energie investiert, tritt Massenzunahme auf. Dieses kann allerdings mit herkömmlichen Waagen nicht gemessen werden. \\ \hline
\end{longtable}
}

\newcommand{\TemplatePeriodensystem}[1]{
Hier sollte das Periodensystem stehen. Ein solches wird sehr wahrscheinlich von Orlando Camargo Rodriguez frei zur Verfügung gestellt werden. Dateiname: tabela_periodica.tex ist bereits online. Lizenz aber noch nicht genau genug definiert.
}

\newcommand{\TemplateMassenerhaltung}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz von der Erhaltung der Masse}\\ \hline
{\bfseries Antoine Lavoisier (1743 - 1794)}: Rien ne se perd, rien ne se crée\\ 
Die Gesamtmasse ändert sich bei chemischen Reaktionen (im Rahmen der Messgenauigkeiten) nicht.\\ \hline
Masse der Ausgangsstoffe=Masse der Produkte \\ \hline
\end{longtable}
}

\newcommand{\TemplateDaltonsAtomhyposthese}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
\begin{enumerate}
\item Materie besteht aus extrem kleinen, bei Reaktion ungeteilt bleibenden Teilchen, den Atomen.
\item Die Masse der Atome eines bestimmten Elements sind gleich (alle Atome eines Elements sind gleich). Die Atome verschiedener Elemente unterscheiden sich in ihren Eigenschaften (zum Beispiel in Größe, Masse, usw.).
\item Es existieren so viele Atomsorten wie Elemente.
\item Bei chemischen Reaktionen werden Atome in neuer Kombination vereinigt oder voneinander getrennt.
\item Eine bestimmte Verbindung wird von den Atomen der betreffenden Elemente in einem bestimmten, einfachen Zahlenverhältnis gebildet.
\end{enumerate}
\\ \hline
\end{longtable}
}

\newcommand{\TemplateUnveraenderlicheMassenverhaeltnisse}[1]{
\begin{longtable}{|>{\RaggedRight}p{\linewidth}|} \hline
{\bfseries Gesetz der unveränderlichen Massenverhältnisse}\\ \hline
Louis Proust (1799) \\ \hline
Bei chemischen Reaktionen, also Vereinigung beziehungsweise Zersetzung, reagieren die Reinstoffe immer in einem von der Natur vorgegebenen festen Verhältnis miteinander.
\\ \hline
\end{longtable}
}







headers/templates-dirk.tex

\newenvironment{TemplateCodeInside}[6]
{
\def\leftbox{#5}
\def\rightbox{}
\def\framecolor{shadecolor}
\ifstr{#4}{e}{ \def\framecolor{red} 
               \def\rightbox{Falsch} } {}
\ifstr{#4}{v}{ \def\framecolor{mydarkgreen} 
               \def\rightbox{Richtig} } {}

\begin{scriptsize}
\begin{mdframed} [ 
backgroundcolor=shadecolor, linewidth=0pt, 
skipabove=#2, skipbelow=#3,
innertopmargin=0.5ex, innerbottommargin=0 ]
\ttfamily

\ifstr{\leftbox} {} {
  % Ausgabe nur, wenn rechte Box Inhalt hat, dann links mit Standardtext
  \ifstr{\rightbox}{}{}
  { \fbox{Quelltext} \hfill \textbf{\color{\framecolor} \fcolorbox{black}{white}{\rightbox} }
  }
} {
\fbox{\leftbox}
% und bei Bedarf zusätzlich rechts die zweite Box
  \ifstr{\rightbox}{}{}
  { \hfill \textbf{\color{\framecolor} \fcolorbox{black}{white}{\rightbox} }
  } 
}

\begin{flushleft}
}  % Ende der begin-Anweisungen, es folgen die end-Anweisungen
{\end{flushleft}\end{mdframed}\end{scriptsize} }

\newcommand{\TemplateCode}[9]
% **************************************************
{

\ifstr{#1}{}{~}{
\minisec{\normalfont \scriptsize \centering \textbf{\textit{#1}} \medskip } }

\begin{scriptsize}

% Code-Abschnitt mit #4
\begin{TemplateCodeInside} {} {0pt} {0pt} {#3} {#5} {}
#6
\end{TemplateCodeInside}

% Ausgabetext mit #4
#4
 
% #2   Fußzeile ausgeben, sofern vorgesehen
\ifstr{#2} {} {} { \centering \textit{#2} \medskip \\ } 

\end{scriptsize}
}








headers/templates-juetho.tex

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newenvironment{TemplateCodeInside}[6]
% no more parameters
% **************************************************
% Template Code Inside
% Darstellung eines Code-Teils oder der Code-Ausgabe
% wird für folgende Wiki-Vorlagen benutzt:
%     Vorlage:Syntax
%     <source>...</source>
%     Regal:Programmierung: Vorlage:CodeIntern
% außerdem mehrfache Verwendung durch das Makro "Template Code"
%
% #1  leer   Anzeige als Code:    grauer Hintergrund, ohne Rahmen
%     sonst  Anzeige als Ausgabe: weißer Hintergrund, mit  Rahmen
% #2  Abstand vor dem Rahmen
%     0pt    als Standardwert
%     \baselineskip nur dann, wenn es der erste Teil innerhalb der Umgebung ist
%            und keine Kopfzeile vorgesehen ist
% #3  Abstand nach dem Rahmen
%     0pt    als Standardwert
%     \baselineskip nur dann, wenn es der letzte Teil innerhalb der Umgebung ist
%            und keine Fußzeile vorgesehen ist
% #4  spezieller Hinweis, verwendet für die Zusatzbox rechts
%     leer   als Standardwert
%     e      steht für error, also Zusatz 'Falsch' in rot
%     v      steht für valid, also Zusatz 'Richtig' in grün (genauer: jeder beliebige andere Inhalt)
% #5  spezieller Text für die Zusatzbox links
%     leer   als Standardwert
%     spezieller Hinweis: Wenn dieser Text leer ist, aber 'e' oder 'v' vorgesehen ist,
%            dann wird 'Quelltext' eingetragen
% #6  Zeilennummerierung *** funktioniert noch nicht, wird vorerst ignoriert ***
%     leer   als Standardwert -> ausschalten
%     true   als Spezialwert  -> einschalten
% **************************************************
% auch wenn die Variablen am Anfang dieser Datei nur lokal überschrieben werden,
% muss zwischen den Variablen von TemplateCode und TemplateCodeInside unterschieden werden.
% In TemplateCode werden die folgenden Variablen benutzt:
%      \wbtemplengthb für skipabove
%      \wbtemplengthc für skipbelow
%      \wbtempcounta  als Zwischenspeicher
%      \wbtemptexta   als Ausgabetext, der automatisch erzeugt wird
%
% In TemplateCodeInside werden die folgenden Variablen benutzt:
%      \wbtemplengtha für framelinewidth
%      \wbtemplengthd für innertopmargin
%      \wbtempcolorb  für die Schriftfarbe der rechten Box
% **************************************************
{
% Argumente für Hintergrund und Rahmen definieren
%      \wbtemplengtha für framelinewidth
\definecolor{framebackground}{gray}{0.9}
% Argumente mit Inhalt versehen
% #1 - Standard leer: als Code anzeigen
%        mit Inhalt: als Ausgabe anzeigen
\ifstr{#1}{}{\setlength{\wbtemplengtha}{0pt}}
{ \definecolor{framebackground}{rgb}{1.0,1.0,1.0}   
\setlength{\wbtemplengtha}{1pt}  }

% 2./3.Parameter in Variable übernehmen
%     es gelingt mir nicht, unten #2 und #3 direkt zuzuweisen
%\setlength{\wbtemplengthb}{#2}
%\setlength{\wbtemplengthc}{#3}

% 4./5.Parameter in Variable übernehmen
% der Box für den rechten Rahmen wird der richtige Text und die richtige Farbe zugewiesen
% Standard:     grün, 'Richtig'
% im Fall 'e':  rot,  'Falsch'
\renewcommand{\wbtempcolorb}{mydarkgreen}
\renewcommand{\wbtemptextb}{Richtig}
\ifstr{#4} {e} { \renewcommand{\wbtempcolorb}{red} \renewcommand{\wbtemptextb}{Falsch} } {} 

% Festlegen des oberen inneren Rands:
%    Standard als normaler Zeilenabstand
%    wenn es keine obere Box gibt, dann genügt der Standardabstand
\setlength{\wbtemplengthd}{0pt}
\ifstr{#4}{}{}{\setlength{\wbtemplengthd}{\baselineskip}}
\ifstr{#5}{}{}{\setlength{\wbtemplengthd}{\baselineskip}}

% Aufruf von mdframed mit den festgelegten Parametern
\begin{scriptsize}
%\begin{mdframed} [ backgroundcolor=framebackground, 
%linewidth=\wbtemplengtha, %skipabove=\wbtemplengthb, skipbelow=\wbtemplengthc, 
%splittopskip=5\baselineskip, splitbottomskip=5\baselineskip,
%skipabove=#2, skipbelow=#3, 
%innertopmargin=\wbtemplengthd, innerbottommargin=1ex ]
\begin{shaded}
\ttfamily 
% Anzeige der kleinen Boxen nur dann, wenn eine davon nicht leer ist
\ifstr{#5}{}
% wenn die rechte Box vorgesehen ist und die linke nicht, kommt links der Standardtext
{ \ifstr{#4}{}{}
   {\fbox{Quelltext} \hfill \textbf{\color{\wbtempcolorb} \fcolorbox{black}{white}{\wbtemptextb}} } 
}
% andernfalls kommt links auf jeden Fall die vorgesehene Box
{  \fbox{#5}
% und bei Bedarf zusätzlich rechts die zweite Box
   \ifstr{#4}{}{}{\hfill \textbf{\color{\wbtempcolorb} \fcolorbox{black}{white}{\wbtemptextb}}}
}

%\ifstr{#6}{true}{\linenumbers[1]}{}
%\begin{lstlisting}
\begin{flushleft}
}  % Ende der begin-Anweisungen, es folgen die end-Anweisungen
{\end{flushleft}
%\end{lstlisting}
%\end{mdframed}
\end{shaded}
\end{scriptsize}}


\newcommand{\TemplateCode}[9]
% no more parameters
% **************************************************
% Template Code
% Darstellung von Code (einzeln oder mehrfach, Kopf- und Fußzeile,
%      mit oder ohne Ausgabe)
% wird für folgende Wiki-Vorlagen benutzt:
%      Regal:Programmierung: Vorlage:Code
%      Regal:Programmierung: Vorlage:NETCode
%      Regal:Programmierung: Vorlage:MultiCode
%
% #1   Inhalt der Kopfzeile
%      kann auch leer sein
% #2   Inhalt der Fußzeile
%      kann auch leer sein
% #3   spezieller Hinweis, verwendet für die Zusatzbox rechts
%      leer   als Standardwert
%      e      steht für error, also Zusatz 'Falsch' in rot
%      v      steht für valid, also Zusatz 'Richtig' in grün (genauer: jeder beliebige andere Inhalt)
% #4   spezieller Text für die Zusatzbox links
%      leer   als Standardwert
%      spezieller Hinweis: Wenn dieser Text leer ist, aber 'e' oder 'v' vorgesehen ist,
%            dann wird 'Quelltext' eingetragen
%      spezieller Hinweis: Wenn der Text #6 vorgesehen ist und außerdem mindestens 
%                 einer der Texte #7/#8/#9, dann muss sinnvollerweise der Parameter #4 
%                 für den Text #6 verwendet werden
% #5   Inhalt für den Ausgabe-Teil
%      kann auch leer sein
% #6   Inhalt für den Quelltext 1
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für C++
%      bei DualCode der Text für lang1
% #7   Inhalt für den Quelltext 2
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für C#
%      bei DualCode der Text für lang2
% #8   Inhalt für den Quelltext 3
%      kann auch leer sein
%      bei NETCode und MultiCode der Text für VB.NET
% #9   Inhalt für den Quelltext 4
%      kann auch leer sein
%      bei MultiCode der Text für Delphi Prism
% **************************************************
% Hier werden die folgenden Variablen von wiki-templates.tex benutzt; 
% diese dürfen in TemplateCodeInside nicht benutzt werden, weil sie unter Umständen
% überschrieben werden könnten.
%      \wbtemplengthb für skipabove
%      \wbtemplengthc für skipbelow
%      \wbtempcounta  als Zwischenspeicher
%      \wbtemptexta   als Ausgabetext, der automatisch erzeugt wird
%
% **************************************************
{
% Die Umgebung Template Code Inside setzt die Schriftgröße ebenfalls fest,
% dies soll aber auch für Kopf- und Fußzeile gelten.
\begin{scriptsize}

% #1   Kopfzeile ausgeben, sofern vorgesehen
%      wenn sie nicht vorgesehen ist, muss der obere Abstand definiert werden
%      \wbtemplengthb für skipabove
\ifstr{#1}{}
{ \setlength{\wbtemplengthb}{\baselineskip} }
{ \minisec{\normalfont \scriptsize \centering \textbf{#1} \\[-0.5\baselineskip]}
  \setlength{\wbtemplengthb}{0pt} }

% #2   unterer Abstand ist standardmäßig 0 pt, aber beim letzten Abschnitt 
%      ohne Fußzeile ist der Abstand festzusetzen
\setlength{\wbtemplengthc}{0pt}
%      \wbtemplengthc für skipbelow
% \wbtempcounta als temp-Variable verwenden, welcher Abschnitt der letzte ist
\wbtempcounta=0
% prüfe zunächst, bei welcher Ausgabe der "Abstand nachher" auf \baselineskip gesetzt werden muss;
% in allen anderen Fällen bleibt es beim Standardwert 0pt
% * nur erforderlich, wenn keine Fußzeile vorgesehen ist
% * wenn Ausgabe   #4 vorgesehen ist, dann dort
% * wenn Quellcode #9 vorgesehen ist, dann dort
% * wenn Quellcode #8 vorgesehen ist, dann dort
% * wenn Quellcode #7 vorgesehen ist, dann dort
% * wenn Quellcode #6 vorgesehen ist, dann dort
% das einfachste Verfahren ist, dies vorwärts zu prüfen
\ifstr{#2}{}{}{
  \ifstr{#6}{}{}{\wbtempcounta=6 }
  \ifstr{#7}{}{}{\wbtempcounta=7 }
  \ifstr{#8}{}{}{\wbtempcounta=8 }
  \ifstr{#9}{}{}{\wbtempcounta=9 }
  \ifstr{#4}{}{}{\wbtempcounta=10 }
}
  
% nach der ersten Ausgabe wird der "Abstand vorher" immer auf 0 gesetzt
% Quelltext 1 mit #6
\ifstr{#6}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=6 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {#5} {}
#6
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% in gleicher Weise werden die weiteren Teile ausgegeben, bei #7 #8 #9 gibt es Standardtexte
% Quelltext 2 mit #7
\ifstr{#7}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=7 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{C\#-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#7
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Quelltext 3 mit #8
\ifstr{#8}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=8 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{VB.NET-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#8
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Quelltext 4 mit #9
\ifstr{#9}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=9 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{C\#-Quelltext}}
  \begin{TemplateCodeInside} {} {\wbtemplengthb} {\wbtemplengthc} {#3} {\wbtemptexta} {}
#9
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  

% Ausgabetext mit #4
\ifstr{#4}{}{}{
  % Abstand dahinter anpassen, sofern bei diesem Abstand vorgemerkt
  \ifnum\wbtempcounta=10 \setlength{\wbtemplengthc}{\baselineskip} 
     \else \setlength{\wbtemplengthc}{0pt} \fi
  \ifstr{#5}{}{\renewcommand{\wbtemptexta}{}}{\renewcommand{\wbtemptexta}{Ausgabe}}
  \begin{TemplateCodeInside} {x} {\wbtemplengthb} {\wbtemplengthc} {} {\wbtemptexta} {}
#4
  \end{TemplateCodeInside}
  \setlength{\wbtemplengthb}{0pt}
}  
 
% #2   Fußzeile ausgeben, sofern vorgesehen
%      wenn sie nicht vorgesehen ist, muss der obere Abstand definiert werden
\ifstr{#2}{}{}
{ \centering \textbf{#2} \medskip \\ }

\end{scriptsize}
}

\begin{comment}
\newcommand{\TemplatePreformat}[1]
{\begin{TemplateCodeInside}{x}{\baselineskip}{\baselineskip}{}{}{}
#1
\end{TemplateCodeInside}
}

\newcommand{\TemplateSpaceIndent}[1]
{\begin{TemplateCodeInside}{x}{\baselineskip}{\baselineskip}{}{}{}
#1
\end{TemplateCodeInside}
}
\end{comment}

\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}~}







headers/templates.tex

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newcommand{\CPPAuthorsTemplate}[4]{
\LaTeXZeroBoxTemplate{
The following people are authors to this book:

#3

You can verify who has contributed to this book by examining the history logs at Wikibooks (http://en.wikibooks.org/).

Acknowledgment is given for using some contents from other works like #1, as from the authors #2.

The above authors release their work under the following license:

This work is licensed under the Creative Commons Attribution-Share Alike 3.0 Unported license. In short: you are free to share and to make derivatives of this work under the conditions that you appropriately attribute it, and that you only distribute it under the same, similar or a compatible license. Any of the above conditions can be waived if you get permission from the copyright holder.
Unless otherwise noted, #4 used in this book have their own copyright, may use different licenses than the one used here, and were not created by the above authors. The authors, contributors, and licenses used should be acknowledged separately.}
}


\newcommand{\tlTemplate}[1]{{\{\{{\ttfamily #1}\}\}}}

\newcommand{\matrixdimTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
{\bfseries Matrix Dimensions: }\\
A: $p \times p$ \\
B:  $p \times q$\\
C:  $r \times p$\\
D:  $r \times q$\\
\end{myshaded}
}

\newcommand{\matlabTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This operation can be performed using this MATLAB command:
{\ttfamily #1}
\end{myshaded}}

\newcommand{\PrintUnitPage}[3]{\pagebreak
\begin{flushleft}
{\bfseries \Large #1}
\end{flushleft}

\begin{longtable}{>{\RaggedRight}p{0.5\linewidth}>{\RaggedRight}p{0.5\linewidth}}
& #2
\end{longtable}}

\newcommand{\LaTeXCodeTipTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
#1 \\
#2 \\
#3
\end{myshaded}
}

\newcommand{\DisassemblySyntax}[1]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This code example uses #1 Syntax
\end{myshaded}}


\newcommand{\LaTeXDeutschTemplate}[1]{ {\bfseries deutsch:} #1 }



\newcommand{\LaTeXNullTemplate}[1]{}
\newcommand{\LatexSymbol}[1]{\LaTeX}

\newcommand{\LaTeXDoubleBoxTemplate}[2]{

\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}
\end{minipage}

}


\newcommand{\LaTeXSimpleBoxTemplate}[2]{
{\bfseries #1} \\
#2
}

\newcommand{\SolutionBoxTemplate}[2]{
#2
}


\newcommand{\LaTeXDoubleBoxOpenTemplate}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}

}


\newcommand{\LaTeXLatinExcerciseTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries Excercise: #1} \\
#2 \\
{\bfseries Solution}
#3
\end{myshaded}

}


\newcommand{\LaTeXShadedColorBoxTemplate}[2]{
{\linewidth}#1\begin{myshaded}
#2
\end{myshaded}
}

\newcommand{\PGP}[1]{PGP:#1}


\newcommand{\DETAILS}[1]{For more details on this topic, see #1}

\newcommand{\ADAFile}[1]{\LaTeXZeroBoxTemplate{File: #1}}
\newcommand{\ADASample}[1]{\LaTeXZeroBoxTemplate{This code sample is also available in #1}}


\newcommand{\LaTeXZeroBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
\end{minipage}
}

\newcommand{\LaTeXZeroBoxOpenTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
}

\newcommand{\PDFLink}[1]{
\textbf{PDF} #1
}

\newcommand{\Lysippos}[1]{Lysippos}


\newcommand{\SonnensystemFakten}[3]{
#1 \\
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #2}  \\
#3 \\
\end{myshaded}
}


\newcommand{\VorlageReferenzenEintrag}[3]{
\begin{longtable}{p{0.2\linewidth}p{0.8\linewidth}}

{[\bfseries #1]} & {\itshape #2} #3 \\
\end{longtable}

}

\newcommand{\MBOX}[2]{\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
\begin{longtable}{p{0.2\linewidth}p{0.7\linewidth}}
#1 & #2 \\
\end{longtable}
\end{myshaded}}



\newcommand{\LaTeXIdentityTemplate}[1]{#1
}

\newcommand{\AdaRM}[3]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2.html}{#1.#2 #3}}
\newcommand{\AdaRMThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{#1.#2.#3 #4}}

\newcommand{\AdaRMAThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{Annex #1.#2.#3 #4}}


\newcommand{\AdaNiveFiveRMThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1-#2-#3.html}{#1.#2.#3 #4}}


\newcommand{\AdaSGThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/docs/95style/html/sec_#1/#1-#2-#3.html}{#1.#2.#3 #4}}

\newcommand{\AdaSGTwo}[3]{\myfnhref{http://www.adaic.org/resources/add_content/docs/95style/html/sec_#1/#1-#2.html}{#1.#2 #3}}

\newcommand{\AdaSGOne}[2]{\myfnhref{_#1/}{Chapter #1: #2}}


\newcommand{\AdaRMNineFive}[3]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1-#2.html}{#1.#2 #3}}


\newcommand{\AdaRMCiteFive}[7]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{ISO/IEC 8652:2007. #1.#2.#3 #4 (#5). Ada 2005 Reference Manual. #7 }}


\newcommand{\AdaTwentyZeroFive}[1]{{\itshape This language feature is only available in Ada 2005}}

\newcommand{\ADANFAI}[2]{\myfnhref{http://www.ada-auth.org/cgi-bin/cvsweb.cgi/AIs/AI-00#1.TXT}{AI95-00#1-01 #2}}

\newcommand{\ADARMAONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1.html}{Annex #1 #2}}

\newcommand{\ADARMONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1.html}{Section #1: #2}}
\newcommand{\ADANiveFiveRMONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1.html}{Section #1: #2}}



\newcommand{\AdaPragma}[1]{\LaTeXTTBF{pragma} }



\newcommand{\TychoBrahe}[1]{Tycho Brahe}

\newcommand{\LaTeXPlainBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded} 
#1
\end{myshaded}
\end{minipage}
}


\newcommand{\Hinweis}[1]{
\begin{TemplateInfo}{{\Huge \textcircled{\LARGE !}}}{Hinweis}
#1
\end{TemplateInfo}}



\newcommand{\LaTexInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}}

\newcommand{\EqnTemplate}[1]{
\begin{flushright}
\textbf{[#1]}
\end{flushright}}

\newcommand{\RefTemplate}[1]{[#1]}


\newcommand{\LaTeXGCCTakeTemplate}[1]{
\LaTeXDoubleBoxTemplate{Take home:}{#1}
}

\newcommand{\LaTeXEditorNote}[1]{\LaTeXDoubleBoxTemplate{Editor's note}{#1}}

\newcommand{\BNPForVersion}[1]{
\LaTeXInfoTemplateOne{Applicable Blender version: #1}
}

\newcommand{\LaTeXInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}
}


\newcommand{\LaTexHelpFulHintTemplate}[1]{
\LaTeXDoubleBoxTemplate{Helpful Hint:}{#1}
}

\newcommand{\MyLaTeXTemplate}[3]{
\LaTeXDoubleBoxTemplate{MyLaTeXTemplate1:}{#1 \\ #2 \\ #3}
}

\newcommand{\TemplatePreformat}[1]{
\par
\begin{scriptsize}
%\setlength{\baselineskip}{0.9\baselineskip}
\ttfamily
#1
\par
\end{scriptsize}
}

\newcommand{\TemplateSpaceIndent}[1]{
\begin{scriptsize}
\begin{framed}
\ttfamily
#1
\end{framed}
\end{scriptsize}
}

\newcommand{\GenericColorBox}[2]
{
\newline
\begin{tabular}[t]{p{0.6cm}p{4cm}}
#1&#2\\  
\end{tabular}
}

\newcommand{\legendNamedColorBox}[2]
{
  \GenericColorBox{
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{#1}{
          \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}

\newcommand{\legendColorBox}[2]
{
  \GenericColorBox{
    \definecolor{tempColor}{rgb}{#1}
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{tempColor}{
           \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}



%\newcommand{\ubung} {{\LARGE $\triangleright$}}
\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}\,}

\newcommand{\TemplateSource}[1]
{
%\begin{TemplateCodeInside}{}{\baselineskip}{\baselineskip}{}{}{true}
\begin{scriptsize}
\begin{myshaded}\ttfamily
#1
\end{myshaded}
\end{scriptsize}
%\end{TemplateCodeInside}
}


\newenvironment{TemplateInfo}[2]
% no more parameters
%****************************************************
% Template Info
% Kasten mit Logo, Titelzeile, Text
% kann für folgende Wiki-Vorlagen benutzt werden:
%          Vorlage:merke, Vorlage:Achtung u.ä.
%
% #1 Logo  (optional) default: \Info
% #2 Titel (optional) default: Information; könnte theoretisch auch leer sein,
%                     das ist aber wegen des Logos nicht sinnvoll
%****************************************************
{
% Definition des Kastens mit Standardwerten
% u.U. ist linewidth=1pt erorderlich
\begin{mdframed}[ skipabove=\baselineskip, skipbelow=\baselineskip,
linewidth=1pt,
innertopmargin=0, innerbottommargin=0 ]
% linksbündig ist besser, weil es in der Regel wenige Zeilen sind, die teilweise kurz sind
\begin{flushleft}
% Überschrift größer darstellen
\begin{Large}
% #1 wird als Logo verwendet, Vorgabe ist \Info aus marvosym
%    für andere Logos muss ggf. das Package eingebunden werden
%    das Logo kann auch mit einer Größe verbunden werden, z.B. \LARGE\danger als #1
{#1 } \
% #2 wird als Titelzeile verwendet, Vorgabe ist 'Information'
{\bfseries #2}
\medskip \end{Large} \\
} % Ende der begin-Anweisungen, es folgenden die end-Anweisungen
{ \end{flushleft}\end{mdframed} }


\newcommand{\TemplateHeaderExercise}[3]
% no more parameters
%****************************************************
% Template Header Exercise
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
% ist gedacht für folgende Wiki-Vorlage:
%          Vorlage:Übung4
% kann genauso für den Aufgaben-Teil folgender Vorlagen verwendet werden:
%          Vorlage:Übung    (wird zz. nur einmal benutzt)
%          Vorlage:Übung2   (wird zz. gar nicht benutzt)
%          Vorlage:Übung3   (wird zz. in 2 Büchern häufig benutzt)
%          C++-Programmierung/ Vorlage:Aufgabe  (wird zz. nur selten benutzt,
%                            ist in LatexRenderer.hs schon erledigt)
%
% #1 Text   (optional) 'Aufgabe' oder 'Übung', kann auch leer sein
% #2 Nummer (Pflicht)  könnte theoretisch auch leer sein, aber dann sieht die Zeile
%                      seltsam aus; oder die if-Abfragen wären unnötig komplex
% #3 Titel  (optional) Inhaltsangabe der Aufgabe, kann auch leer sein
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}
 
\newcommand{\TemplateHeaderSolution}[3]
% no more parameters
%****************************************************
% Template Header Solution
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
%
% ist gedacht für den Lösungen-Teil der Vorlagen und wird genauso
% verwendet wie \TemplateHeaderExercise
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, Lösung zu #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}

\newcommand{\TemplateUbungDrei}[4]
{
\TemplateHeaderExercise{Übung}{#1}{#2}
#3
\TemplateHeaderSolution{Übung}{#1}{#2}
#4
}

\newcommand{\Mywrapfigure}[2]
{
\begin{wrapfigure}{r}{#1\textwidth}
\begin{center}
#2
\end{center}
\end{wrapfigure}
}



\newcommand{\Mymakebox}[2]
{
\begin{minipage}{#1\textwidth}
#2
\end{minipage}
}

\newcommand{\MyBlau}[1]{
\textcolor{darkblue}{#1}
} 
\newcommand{\MyRot}[1]{
\textcolor{red}{#1}
} 
\newcommand{\MyGrun}[1]{
\textcolor{mydarkgreen}{#1}
} 
\newcommand{\MyBg}[2]{
\fcolorbox{#1}{#1}{#2} 
} 

\newcommand{\BNPModule}[1]{
the "#1" module
} 


\newcommand{\LaTeXMerkeZweiTemplate}[1]{\LaTeXDoubleBoxTemplate{Merke}{#1}}

\newcommand{\LaTeXDefinitionTemplate}[1]{\LaTeXDoubleBoxTemplate{Definition}{#1}}

\newcommand{\LaTeXAnorganischeChemieFuerSchuelerVorlageMerksatzTemplate}[1]{\LaTeXDoubleBoxTemplate{Merksatz}{#1}}

\newcommand{\LaTeXTextTemplate}[1]{\LaTeXDoubleBoxTemplate{}{#1}}

\newcommand{\LaTeXExampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXexampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXPTPBoxTemplate}[1]{\LaTeXDoubleBoxTemplate{Points to ponder:}{#1}}

\newcommand{\LaTeXNOTETemplate}[2]{\LaTeXDoubleBoxTemplate{Note:}{#1 #2}}

\newcommand{\LaTeXNotizTemplate}[1]{\LaTeXDoubleBoxTemplate{Notiz:}{#1}}

\newcommand{\LaTeXbodynoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXcquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXCquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXSideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXsideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXExercisesTemplate}[1]{\LaTeXDoubleBoxTemplate{Exercises:}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageTippTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}

\newcommand{\LaTeXTipTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}
\newcommand{\LaTeXUnknownTemplate}[1]{unknown}

\newcommand{\LaTeXCppProgrammierungVorlageHinweisTemplate}[1]{\LaTeXDoubleBoxTemplate{Hinweis}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageSpaeterImBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Thema wird später näher erläutert...}{#1}}

\newcommand{\SGreen}[1]{This page uses material from Dr. Sheldon Green's Hypertext Help with LaTeX.}
\newcommand{\ARoberts}[1]{This page uses material from Andy Roberts' Getting to grips with LaTeX with permission from the author.}

\newcommand{\LaTeXCppProgrammierungVorlageAnderesBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Buchempfehlung}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageNichtNaeherBeschriebenTemplate}[1]{\LaTeXDoubleBoxTemplate{Nicht Thema dieses Buches...}{#1}}

\newcommand{\LaTeXPythonUnterLinuxVorlagenVorlageDetailsTemplate}[1]{\LaTeXDoubleBoxTemplate{Details}{#1}}

\newcommand{\LaTeXChapterTemplate}[1]{\chapter{#1}
\myminitoc
}

\newcommand{\Sample}[2]{
\begin{longtable}{|p{\linewidth}|}
\hline
#1 \\ \hline
#2 \\ \hline
\end{longtable}
}

\newcommand{\Syntax}[1]{
\LaTeXDoubleBoxTemplate{Syntax}{#1}}


\newcommand{\LaTeXTT}[1]{{\ttfamily #1}}
\newcommand{\LaTeXBF}[1]{{\bfseries #1}}
\newcommand{\ADAPK}[3]{{#1.#2}}
\newcommand{\LaTeXTTBF}[1]{{\bfseries \ttfamily #1}}
\newcommand{\LaTeXIT}[1]{{\itshape #1}}
\newcommand{\ADACOM}[1]{{\itshape -{}-#1}}

\newcommand{\LaTeXCenter}[1]{
\begin{center}
#1
\end{center}}


\newcommand{\BNPManual}[2]{The Blender Manual page on #1 at \url{http://wiki.blender.org/index.php/Doc:Manual/#1}}
\newcommand{\BNPWeb}[2]{#1 at \url{#2}}

\newcommand{\Noframecenter}[2]{
\begin{tablular}{p{\linewidth}}
#2\\ 
#1 
\end{tabluar}
}


\newcommand{\LaTeXTTUlineTemplate}[1]{{\ttfamily \uline{#1}}
}



\newcommand{\PythonUnterLinuxDenulltails}[1]{
\begin{tabular}{|p{\linewidth}|}\hline
\textbf{Denulltails} \\ \hline
#1 \\ \hline 
\end{tabular}}

\newcommand{\GNURTip}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
\textbf{Tip} \\ \hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlUebung}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlNotiz}[1]{
\begin{table}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{table}}

\newcommand{\ACFSZusatz}[1]{\textbf{ Zusatzinformation }}
\newcommand{\ACFSVorlageB}[1]{\textbf{ Beobachtung }}
\newcommand{\ACFSVorlageV}[1]{\textbf{ Versuchsbeschreibung }}
\newcommand{\TemplateHeaderSolutionUebung}[2]{\TemplateHeaderSolution{Übung}{#1}{#2}}
\newcommand{\TemplateHeaderExerciseUebung}[2]{\TemplateHeaderExercise{Übung}{#1}{#2}}

\newcommand{\ChemTemplate}[9]{\texttt{     
#1#2#3#4#5#6#7#8#9}}


\newcommand{\WaningTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warning}
#1
\end{TemplateInfo}}


\newcommand{\WarnungTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warnung}
#1
\end{TemplateInfo}}


\newcommand{\BlenderAlignedToViewIssue}[1]{     
\begin{TemplateInfo}{\danger}{Blender3d Aligned to view issue}
This tutorial relies on objects being created so that they are aligned to the view that you’re looking through. Versions 2.48 and above have changed the way this works. Visit Aligned (\url{http://en.wikibooks.org/wiki/Blender_3D:_Noob_to_Pro/Aligned_to_view_issue}) to view issue to understand the settings that need to be changed.
\end{TemplateInfo}}


\newcommand{\BlenderVersion}[1]{     
{\itshape Diese Seite bezieht sich auf }{\bfseries \quad Blender Version #1}}

\newcommand{\Literal}[1]{{\itshape #1}}

\newcommand{\JavaIllustration}[3]{
\begin{tablular}
{Figure #1: #2}
\\
#3
\end{ltablular}
}

\newcommand{\PDFLink}[1]{#1 PDF}

\newcommand{\Ja}[1]{\Checkmark {\bfseries Ja}}
\newcommand{\Nein}[1]{\XSolidBrush {\bfseries Nein}}

\newcommand{\SVGVersions}[8]{
{\scriptsize
\begin{tabular}{|p{0.45\linewidth}|p{0.13\linewidth}|}\hline
Squiggle (Batik) & #1 \\ \hline
Opera (Presto) & #2 \\ \hline
Firefox (Gecko; auch SeaMonkey, Iceape, Iceweasel etc) & #3 \\ \hline
Konqueror (KSVG) & #4 \\ \hline
Safari (Webkit) & #5 \\ \hline
Chrome (Webkit) & #6 \\ \hline
Microsoft Internet Explorer (Trident) & #7 \\ \hline
librsvg & #8 \\\hline
\end{tabular}}

}


\theoremstyle{plain}
\newtheorem{satz}{Satz}
\newtheorem{beweis}{Beweis}
\newtheorem{beispiel}{Beispiel}

\theoremstyle{definition}
\newtheorem{mydef}{Definition}

\newcommand{\NFSatz}[2]{\begin{satz}#1\end{satz}#2}

\newcommand{\NFDef}[2]{\begin{mydef}#1\end{mydef}#2}

\newcommand{\NFBeweis}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFBeispiel}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFFrage}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{#1}: #2} \\
#3
\end{myshaded}

}

\newcommand{\NFFrageB}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{Frage}: #1} \\
#2
\end{myshaded}

}


\newcommand{\NFVertiefung}[1]{
{\bfseries Vertiefung:} \\
Der Inhalt des folgenden Abschnitts ist eine Vertiefung des Stoffes. Für die nächsten Kapitel ist es nicht notwendig, dass du dieses Kapitel gelesen hast.

}
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headers/unicodes.tex



\newcommand{\R}{\ensuremath{\mathbb{R}}}
\newcommand{\N}{\ensuremath{\mathbb{N}}}
\newcommand{\Z}{\ensuremath{\mathbb{Z}}}
\newcommand{\Q}{\ensuremath{\mathbb{Q}}}
\renewcommand{\C}{\ensuremath{\mathbb{C}}}
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Package: scrbase 2012/05/15 v3.11 KOMA-Script package (KOMA-Script-independent 
basics and keyval usage)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/keyval.sty
Package: keyval 1999/03/16 v1.13 key=value parser (DPC)
\KV@toks@=\toks14
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrlfile.sty
Package: scrlfile 2011/03/09 v3.09 KOMA-Script package (loading files)

Package scrlfile, 2011/03/09 v3.09 KOMA-Script package (loading files)
                  Copyright (C) Markus Kohm

))) (/usr/share/texlive/texmf-dist/tex/latex/koma-script/tocbasic.sty
Package: tocbasic 2012/04/04 v3.10b KOMA-Script package (handling toc-files)
)
Package tocbasic Info: omitting babel extension for `toc'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `toc' on input line 117.
Package tocbasic Info: omitting babel extension for `lof'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `lof' on input line 118.
Package tocbasic Info: omitting babel extension for `lot'
(tocbasic)             because of feature `nobabel' available
(tocbasic)             for `lot' on input line 119.
Class scrbook Info: File `scrsize11pt.clo' used to setup font sizes on input li
ne 1366.

(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrsize11pt.clo
File: scrsize11pt.clo 2012/05/15 v3.11 KOMA-Script font size class option (11pt
)
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/typearea.sty
Package: typearea 2012/05/15 v3.11 KOMA-Script package (type area)

Package typearea, 2012/05/15 v3.11 KOMA-Script package (type area)
                  Copyright (C) Frank Neukam, 1992-1994
                  Copyright (C) Markus Kohm, 1994-

\ta@bcor=\skip41
\ta@div=\count79
\ta@hblk=\skip42
\ta@vblk=\skip43
\ta@temp=\skip44
Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 13
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 433.35742pt
(typearea)              DIV departure   = -10%
(typearea)              \evensidemargin = 14.40149pt
(typearea)              \oddsidemargin  = 5.20905pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 650.20029pt
(typearea)              \topmargin      = -44.6664pt
(typearea)              \headheight     = 17.0pt
(typearea)              \headsep        = 20.40001pt
(typearea)              \topskip        = 11.0pt
(typearea)              \footskip       = 47.60002pt
(typearea)              \baselineskip   = 13.6pt
(typearea)              on input line 1211.
)
\c@part=\count80
\c@chapter=\count81
\c@section=\count82
\c@subsection=\count83
\c@subsubsection=\count84
\c@paragraph=\count85
\c@subparagraph=\count86
\abovecaptionskip=\skip45
\belowcaptionskip=\skip46
\c@pti@nb@sid@b@x=\box26
\c@figure=\count87
\c@table=\count88
\bibindent=\dimen102
) (../headers/paper.tex) (../headers/packages1.tex
(/usr/share/texlive/texmf-dist/tex/latex/graphics/color.sty
Package: color 2005/11/14 v1.0j Standard LaTeX Color (DPC)

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/color.cfg
File: color.cfg 2007/01/18 v1.5 color configuration of teTeX/TeXLive
)
Package color Info: Driver file: pdftex.def on input line 130.

(/usr/share/texlive/texmf-dist/tex/latex/pdftex-def/pdftex.def
File: pdftex.def 2011/05/27 v0.06d Graphics/color for pdfTeX

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/ltxcmds.sty
Package: ltxcmds 2011/11/09 v1.22 LaTeX kernel commands for general use (HO)
)
\Gread@gobject=\count89
))
(/usr/share/texlive/texmf-dist/tex/latex/base/textcomp.sty
Package: textcomp 2005/09/27 v1.99g Standard LaTeX package
Package textcomp Info: Sub-encoding information:
(textcomp)               5 = only ISO-Adobe without \textcurrency
(textcomp)               4 = 5 + \texteuro
(textcomp)               3 = 4 + \textohm
(textcomp)               2 = 3 + \textestimated + \textcurrency
(textcomp)               1 = TS1 - \textcircled - \t
(textcomp)               0 = TS1 (full)
(textcomp)             Font families with sub-encoding setting implement
(textcomp)             only a restricted character set as indicated.
(textcomp)             Family '?' is the default used for unknown fonts.
(textcomp)             See the documentation for details.
Package textcomp Info: Setting ? sub-encoding to TS1/1 on input line 71.

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1enc.def
File: ts1enc.def 2001/06/05 v3.0e (jk/car/fm) Standard LaTeX file
)
LaTeX Info: Redefining \oldstylenums on input line 266.
Package textcomp Info: Setting cmr sub-encoding to TS1/0 on input line 281.
Package textcomp Info: Setting cmss sub-encoding to TS1/0 on input line 282.
Package textcomp Info: Setting cmtt sub-encoding to TS1/0 on input line 283.
Package textcomp Info: Setting cmvtt sub-encoding to TS1/0 on input line 284.
Package textcomp Info: Setting cmbr sub-encoding to TS1/0 on input line 285.
Package textcomp Info: Setting cmtl sub-encoding to TS1/0 on input line 286.
Package textcomp Info: Setting ccr sub-encoding to TS1/0 on input line 287.
Package textcomp Info: Setting ptm sub-encoding to TS1/4 on input line 288.
Package textcomp Info: Setting pcr sub-encoding to TS1/4 on input line 289.
Package textcomp Info: Setting phv sub-encoding to TS1/4 on input line 290.
Package textcomp Info: Setting ppl sub-encoding to TS1/3 on input line 291.
Package textcomp Info: Setting pag sub-encoding to TS1/4 on input line 292.
Package textcomp Info: Setting pbk sub-encoding to TS1/4 on input line 293.
Package textcomp Info: Setting pnc sub-encoding to TS1/4 on input line 294.
Package textcomp Info: Setting pzc sub-encoding to TS1/4 on input line 295.
Package textcomp Info: Setting bch sub-encoding to TS1/4 on input line 296.
Package textcomp Info: Setting put sub-encoding to TS1/5 on input line 297.
Package textcomp Info: Setting uag sub-encoding to TS1/5 on input line 298.
Package textcomp Info: Setting ugq sub-encoding to TS1/5 on input line 299.
Package textcomp Info: Setting ul8 sub-encoding to TS1/4 on input line 300.
Package textcomp Info: Setting ul9 sub-encoding to TS1/4 on input line 301.
Package textcomp Info: Setting augie sub-encoding to TS1/5 on input line 302.
Package textcomp Info: Setting dayrom sub-encoding to TS1/3 on input line 303.
Package textcomp Info: Setting dayroms sub-encoding to TS1/3 on input line 304.

Package textcomp Info: Setting pxr sub-encoding to TS1/0 on input line 305.
Package textcomp Info: Setting pxss sub-encoding to TS1/0 on input line 306.
Package textcomp Info: Setting pxtt sub-encoding to TS1/0 on input line 307.
Package textcomp Info: Setting txr sub-encoding to TS1/0 on input line 308.
Package textcomp Info: Setting txss sub-encoding to TS1/0 on input line 309.
Package textcomp Info: Setting txtt sub-encoding to TS1/0 on input line 310.
Package textcomp Info: Setting lmr sub-encoding to TS1/0 on input line 311.
Package textcomp Info: Setting lmdh sub-encoding to TS1/0 on input line 312.
Package textcomp Info: Setting lmss sub-encoding to TS1/0 on input line 313.
Package textcomp Info: Setting lmssq sub-encoding to TS1/0 on input line 314.
Package textcomp Info: Setting lmvtt sub-encoding to TS1/0 on input line 315.
Package textcomp Info: Setting qhv sub-encoding to TS1/0 on input line 316.
Package textcomp Info: Setting qag sub-encoding to TS1/0 on input line 317.
Package textcomp Info: Setting qbk sub-encoding to TS1/0 on input line 318.
Package textcomp Info: Setting qcr sub-encoding to TS1/0 on input line 319.
Package textcomp Info: Setting qcs sub-encoding to TS1/0 on input line 320.
Package textcomp Info: Setting qpl sub-encoding to TS1/0 on input line 321.
Package textcomp Info: Setting qtm sub-encoding to TS1/0 on input line 322.
Package textcomp Info: Setting qzc sub-encoding to TS1/0 on input line 323.
Package textcomp Info: Setting qhvc sub-encoding to TS1/0 on input line 324.
Package textcomp Info: Setting futs sub-encoding to TS1/4 on input line 325.
Package textcomp Info: Setting futx sub-encoding to TS1/4 on input line 326.
Package textcomp Info: Setting futj sub-encoding to TS1/4 on input line 327.
Package textcomp Info: Setting hlh sub-encoding to TS1/3 on input line 328.
Package textcomp Info: Setting hls sub-encoding to TS1/3 on input line 329.
Package textcomp Info: Setting hlst sub-encoding to TS1/3 on input line 330.
Package textcomp Info: Setting hlct sub-encoding to TS1/5 on input line 331.
Package textcomp Info: Setting hlx sub-encoding to TS1/5 on input line 332.
Package textcomp Info: Setting hlce sub-encoding to TS1/5 on input line 333.
Package textcomp Info: Setting hlcn sub-encoding to TS1/5 on input line 334.
Package textcomp Info: Setting hlcw sub-encoding to TS1/5 on input line 335.
Package textcomp Info: Setting hlcf sub-encoding to TS1/5 on input line 336.
Package textcomp Info: Setting pplx sub-encoding to TS1/3 on input line 337.
Package textcomp Info: Setting pplj sub-encoding to TS1/3 on input line 338.
Package textcomp Info: Setting ptmx sub-encoding to TS1/4 on input line 339.
Package textcomp Info: Setting ptmj sub-encoding to TS1/4 on input line 340.
)
(/usr/share/texlive/texmf-dist/tex/latex/base/alltt.sty
Package: alltt 1997/06/16 v2.0g defines alltt environment
)
(/usr/share/texlive/texmf-dist/tex/latex/mdwtools/syntax.sty
Package: syntax 1996/05/17 1.07 Syntax typesetting (MDW)
\grammarparsep=\skip47
\grammarindent=\dimen103
\sdstartspace=\skip48
\sdendspace=\skip49
\sdmidskip=\skip50
\sdtokskip=\skip51
\sdfinalskip=\skip52
\sdrulewidth=\dimen104
\sdcirclediam=\dimen105
\sdindent=\dimen106
)
(/usr/share/texlive/texmf-dist/tex/latex/parskip/parskip.sty
Package: parskip 2001/04/09 non-zero parskip adjustments
)
(/usr/share/texlive/texmf-dist/tex/generic/ulem/ulem.sty
\UL@box=\box27
\UL@hyphenbox=\box28
\UL@skip=\skip53
\UL@hook=\toks15
\UL@height=\dimen107
\UL@pe=\count90
\UL@pixel=\dimen108
\ULC@box=\box29
Package: ulem 2012/05/18
\ULdepth=\dimen109
)
(/usr/share/texlive/texmf-dist/tex/latex/hyperref/hyperref.sty
Package: hyperref 2012/05/13 v6.82q Hypertext links for LaTeX

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/hobsub-hyperref.sty
Package: hobsub-hyperref 2012/05/28 v1.13 Bundle oberdiek, subset hyperref (HO)


(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/hobsub-generic.sty
Package: hobsub-generic 2012/05/28 v1.13 Bundle oberdiek, subset generic (HO)
Package: hobsub 2012/05/28 v1.13 Construct package bundles (HO)
Package hobsub Info: Skipping package `infwarerr' (already loaded).
Package hobsub Info: Skipping package `ltxcmds' (already loaded).
Package: ifluatex 2010/03/01 v1.3 Provides the ifluatex switch (HO)
Package ifluatex Info: LuaTeX not detected.
Package: ifvtex 2010/03/01 v1.5 Detect VTeX and its facilities (HO)
Package ifvtex Info: VTeX not detected.
Package: intcalc 2007/09/27 v1.1 Expandable calculations with integers (HO)
Package: ifpdf 2011/01/30 v2.3 Provides the ifpdf switch (HO)
Package ifpdf Info: pdfTeX in PDF mode is detected.
Package: etexcmds 2011/02/16 v1.5 Avoid name clashes with e-TeX commands (HO)
Package etexcmds Info: Could not find \expanded.
(etexcmds)             That can mean that you are not using pdfTeX 1.50 or
(etexcmds)             that some package has redefined \expanded.
(etexcmds)             In the latter case, load this package earlier.
Package: kvsetkeys 2012/04/25 v1.16 Key value parser (HO)
Package: kvdefinekeys 2011/04/07 v1.3 Define keys (HO)
Package: pdftexcmds 2011/11/29 v0.20 Utility functions of pdfTeX for LuaTeX (HO
)
Package pdftexcmds Info: LuaTeX not detected.
Package pdftexcmds Info: \pdf@primitive is available.
Package pdftexcmds Info: \pdf@ifprimitive is available.
Package pdftexcmds Info: \pdfdraftmode found.
Package: pdfescape 2011/11/25 v1.13 Implements pdfTeX's escape features (HO)
Package: bigintcalc 2012/04/08 v1.3 Expandable calculations on big integers (HO
)
Package: bitset 2011/01/30 v1.1 Handle bit-vector datatype (HO)
Package: uniquecounter 2011/01/30 v1.2 Provide unlimited unique counter (HO)
)
Package hobsub Info: Skipping package `hobsub' (already loaded).
Package: letltxmacro 2010/09/02 v1.4 Let assignment for LaTeX macros (HO)
Package: hopatch 2012/05/28 v1.2 Wrapper for package hooks (HO)
Package: xcolor-patch 2011/01/30 xcolor patch
Package: atveryend 2011/06/30 v1.8 Hooks at the very end of document (HO)
Package atveryend Info: \enddocument detected (standard20110627).
Package: atbegshi 2011/10/05 v1.16 At begin shipout hook (HO)
Package: refcount 2011/10/16 v3.4 Data extraction from label references (HO)
Package: hycolor 2011/01/30 v1.7 Color options for hyperref/bookmark (HO)
)
(/usr/share/texlive/texmf-dist/tex/generic/ifxetex/ifxetex.sty
Package: ifxetex 2010/09/12 v0.6 Provides ifxetex conditional
)
(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/kvoptions.sty
Package: kvoptions 2011/06/30 v3.11 Key value format for package options (HO)
)
\@linkdim=\dimen110
\Hy@linkcounter=\count91
\Hy@pagecounter=\count92

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/pd1enc.def
File: pd1enc.def 2012/05/13 v6.82q Hyperref: PDFDocEncoding definition (HO)
)
\Hy@SavedSpaceFactor=\count93

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/hyperref.cfg
File: hyperref.cfg 2002/06/06 v1.2 hyperref configuration of TeXLive
)
Package hyperref Info: Option `unicode' set `true' on input line 3941.

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/puenc.def
File: puenc.def 2012/05/13 v6.82q Hyperref: PDF Unicode definition (HO)
)
Package hyperref Info: Hyper figures OFF on input line 4062.
Package hyperref Info: Link nesting OFF on input line 4067.
Package hyperref Info: Hyper index ON on input line 4070.
Package hyperref Info: Plain pages OFF on input line 4077.
Package hyperref Info: Backreferencing OFF on input line 4082.
Package hyperref Info: Implicit mode ON; LaTeX internals redefined.
Package hyperref Info: Bookmarks ON on input line 4300.
\c@Hy@tempcnt=\count94

(/usr/share/texlive/texmf-dist/tex/latex/url/url.sty
\Urlmuskip=\muskip10
Package: url 2006/04/12  ver 3.3  Verb mode for urls, etc.
)
LaTeX Info: Redefining \url on input line 4653.
\Fld@menulength=\count95
\Field@Width=\dimen111
\Fld@charsize=\dimen112
Package hyperref Info: Hyper figures OFF on input line 5773.
Package hyperref Info: Link nesting OFF on input line 5778.
Package hyperref Info: Hyper index ON on input line 5781.
Package hyperref Info: backreferencing OFF on input line 5788.
Package hyperref Info: Link coloring OFF on input line 5793.
Package hyperref Info: Link coloring with OCG OFF on input line 5798.
Package hyperref Info: PDF/A mode OFF on input line 5803.
LaTeX Info: Redefining \ref on input line 5843.
LaTeX Info: Redefining \pageref on input line 5847.
\Hy@abspage=\count96
\c@Item=\count97
\c@Hfootnote=\count98
)

Package hyperref Message: Driver: hpdftex.

(/usr/share/texlive/texmf-dist/tex/latex/hyperref/hpdftex.def
File: hpdftex.def 2012/05/13 v6.82q Hyperref driver for pdfTeX
\Fld@listcount=\count99
\c@bookmark@seq@number=\count100

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/rerunfilecheck.sty
Package: rerunfilecheck 2011/04/15 v1.7 Rerun checks for auxiliary files (HO)
Package uniquecounter Info: New unique counter `rerunfilecheck' on input line 2
82.
)
\Hy@SectionHShift=\skip54
)
(/usr/share/texlive/texmf-dist/tex/latex/koma-script/tocstyle.sty
Package: tocstyle 2009/11/09 v0.2d-alpha LaTeX2e KOMA-Script package (versatile
 toc styles)


Package tocstyle Warning: THIS IS AN ALPHA VERSION!
(tocstyle)                USAGE OF THIS VERSION IS ON YOUR OWN RISK!
(tocstyle)                EVERYTHING MAY HAPPEN!
(tocstyle)                EVERYTHING MAY CHANGE IN FUTURE!
(tocstyle)                THERE IS NO SUPPORT, IF YOU USE THIS PACKAGE!
(tocstyle)                Maybe it would be better, not to load this package.

\tocstyle@indentstyle=\count101
Package tocstyle Info: no tocstyle.cfg found on input line 838.
) (/usr/share/texlive/texmf-dist/tex/latex/paralist/paralist.sty
Package: paralist 2002/03/18 v2.3b Extended list environments (BS)
\pltopsep=\skip55
\plpartopsep=\skip56
\plitemsep=\skip57
\plparsep=\skip58
\pl@lab=\toks16
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/trace.sty
Package: trace 2003/04/30 v1.1c trace LaTeX code
)
(/usr/share/texlive/texmf-dist/tex/latex/multirow/bigstrut.sty
\bigstrutjot=\dimen113
)
(/usr/share/texlive/texmf-dist/tex/latex/keystroke/keystroke.sty
Package: keystroke 2010/04/23 v1.6 3D keystrokes (SuSE GmbH/RN)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/graphics.sty
Package: graphics 2009/02/05 v1.0o Standard LaTeX Graphics (DPC,SPQR)

(/usr/share/texlive/texmf-dist/tex/latex/graphics/trig.sty
Package: trig 1999/03/16 v1.09 sin cos tan (DPC)
)
(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/graphics.cfg
File: graphics.cfg 2010/04/23 v1.9 graphics configuration of TeX Live
)
Package graphics Info: Driver file: pdftex.def on input line 91.
)
\suse@key=\box30
\keystroke@left=\box31
\keystroke@right=\box32
\keystroke@middle=\box33

<keystroke_left.pdf, id=1, 42.1575pt x 195.73125pt>
File: keystroke_left.pdf Graphic file (type pdf)
 <use keystroke_left.pdf>
Package pdftex.def Info: keystroke_left.pdf used on input line 171.
(pdftex.def)             Requested size: 42.15738pt x 195.73076pt.

<keystroke_middle.pdf, id=2, 116.435pt x 195.73125pt>
File: keystroke_middle.pdf Graphic file (type pdf)

<use keystroke_middle.pdf>
Package pdftex.def Info: keystroke_middle.pdf used on input line 172.
(pdftex.def)             Requested size: 116.43471pt x 195.73076pt.

<keystroke_right.pdf, id=3, 42.1575pt x 195.73125pt>
File: keystroke_right.pdf Graphic file (type pdf)
 <use keystroke_right.pdf>
Package pdftex.def Info: keystroke_right.pdf used on input line 173.
(pdftex.def)             Requested size: 42.15738pt x 195.73076pt.
) (/usr/share/texlive/texmf-dist/tex/latex/supertabular/supertabular.sty
Package: supertabular 2004/02/20 v4.1e the supertabular environment
\c@tracingst=\count102
\ST@wd=\dimen114
\ST@rightskip=\skip59
\ST@leftskip=\skip60
\ST@parfillskip=\skip61
\ST@pageleft=\dimen115
\ST@headht=\dimen116
\ST@tailht=\dimen117
\ST@pagesofar=\dimen118
\ST@pboxht=\dimen119
\ST@lineht=\dimen120
\ST@stretchht=\dimen121
\ST@prevht=\dimen122
\ST@toadd=\dimen123
\ST@dimen=\dimen124
\ST@pbox=\box34
)
(/usr/share/texlive/texmf-dist/tex/latex/wrapfig/wrapfig.sty
\wrapoverhang=\dimen125
\WF@size=\dimen126
\c@WF@wrappedlines=\count103
\WF@box=\box35
\WF@everypar=\toks17
Package: wrapfig 2003/01/31  v 3.6
))
(../headers/babel.tex (/var/lib/texmf/tex/generic/babel/babel.sty
Package: babel 2008/07/08 v3.8m The Babel package

(/usr/share/texlive/texmf-dist/tex/generic/babel/english.ldf
Language: english 2005/03/30 v3.3o English support from the babel system

(/usr/share/texlive/texmf-dist/tex/generic/babel/babel.def
File: babel.def 2008/07/08 v3.8m Babel common definitions
\babel@savecnt=\count104
\U@D=\dimen127
)
\l@canadian = a dialect from \language\l@american 
\l@australian = a dialect from \language\l@british 
\l@newzealand = a dialect from \language\l@british 
)))
(../headers/svg.tex) (../headers/packages2.tex
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/mathptmx.sty
Package: mathptmx 2005/04/12 PSNFSS-v9.2a Times w/ Math, improved (SPQR, WaS) 
LaTeX Font Info:    Redeclaring symbol font `operators' on input line 28.
LaTeX Font Info:    Overwriting symbol font `operators' in version `normal'
(Font)                  OT1/cmr/m/n --> OT1/ztmcm/m/n on input line 28.
LaTeX Font Info:    Overwriting symbol font `operators' in version `bold'
(Font)                  OT1/cmr/bx/n --> OT1/ztmcm/m/n on input line 28.
LaTeX Font Info:    Redeclaring symbol font `letters' on input line 29.
LaTeX Font Info:    Overwriting symbol font `letters' in version `normal'
(Font)                  OML/cmm/m/it --> OML/ztmcm/m/it on input line 29.
LaTeX Font Info:    Overwriting symbol font `letters' in version `bold'
(Font)                  OML/cmm/b/it --> OML/ztmcm/m/it on input line 29.
LaTeX Font Info:    Redeclaring symbol font `symbols' on input line 30.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `normal'
(Font)                  OMS/cmsy/m/n --> OMS/ztmcm/m/n on input line 30.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `bold'
(Font)                  OMS/cmsy/b/n --> OMS/ztmcm/m/n on input line 30.
LaTeX Font Info:    Redeclaring symbol font `largesymbols' on input line 31.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `normal'
(Font)                  OMX/cmex/m/n --> OMX/ztmcm/m/n on input line 31.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `bold'
(Font)                  OMX/cmex/m/n --> OMX/ztmcm/m/n on input line 31.
\symbold=\mathgroup4
\symitalic=\mathgroup5
LaTeX Font Info:    Redeclaring math alphabet \mathbf on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `normal'
(Font)                  OT1/cmr/bx/n --> OT1/ptm/bx/n on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `bold'
(Font)                  OT1/cmr/bx/n --> OT1/ptm/bx/n on input line 34.
LaTeX Font Info:    Redeclaring math alphabet \mathit on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `normal'
(Font)                  OT1/cmr/m/it --> OT1/ptm/m/it on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `bold'
(Font)                  OT1/cmr/bx/it --> OT1/ptm/m/it on input line 35.
LaTeX Info: Redefining \hbar on input line 50.
)
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/helvet.sty
Package: helvet 2005/04/12 PSNFSS-v9.2a (WaS) 
)
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/courier.sty
Package: courier 2005/04/12 PSNFSS-v9.2a (WaS) 
)
(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package

(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.def
File: t1enc.def 2005/09/27 v1.99g Standard LaTeX file
LaTeX Font Info:    Redeclaring font encoding T1 on input line 43.
))
(/usr/share/texlive/texmf-dist/tex/latex/multirow/multirow.sty)
(/usr/share/texlive/texmf-dist/tex/latex/tools/multicol.sty
Package: multicol 2011/06/27 v1.7a multicolumn formatting (FMi)
\c@tracingmulticols=\count105
\mult@box=\box36
\multicol@leftmargin=\dimen128
\c@unbalance=\count106
\c@collectmore=\count107
\doublecol@number=\count108
\multicoltolerance=\count109
\multicolpretolerance=\count110
\full@width=\dimen129
\page@free=\dimen130
\premulticols=\dimen131
\postmulticols=\dimen132
\multicolsep=\skip62
\multicolbaselineskip=\skip63
\partial@page=\box37
\last@line=\box38
\mult@rightbox=\box39
\mult@grightbox=\box40
\mult@gfirstbox=\box41
\mult@firstbox=\box42
\@tempa=\box43
\@tempa=\box44
\@tempa=\box45
\@tempa=\box46
\@tempa=\box47
\@tempa=\box48
\@tempa=\box49
\@tempa=\box50
\@tempa=\box51
\@tempa=\box52
\@tempa=\box53
\@tempa=\box54
\@tempa=\box55
\@tempa=\box56
\@tempa=\box57
\@tempa=\box58
\@tempa=\box59
\c@columnbadness=\count111
\c@finalcolumnbadness=\count112
\last@try=\dimen133
\multicolovershoot=\dimen134
\multicolundershoot=\dimen135
\mult@nat@firstbox=\box60
\colbreak@box=\box61
\multicol@sort@counter=\count113
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/array.sty
Package: array 2008/09/09 v2.4c Tabular extension package (FMi)
\col@sep=\dimen136
\extrarowheight=\dimen137
\NC@list=\toks18
\extratabsurround=\skip64
\backup@length=\skip65
)
(/usr/share/texlive/texmf-dist/tex/latex/ms/ragged2e.sty
Package: ragged2e 2009/05/21 v2.1 ragged2e Package (MS)

(/usr/share/texlive/texmf-dist/tex/latex/ms/everysel.sty
Package: everysel 2011/10/28 v1.2 EverySelectfont Package (MS)
)
\CenteringLeftskip=\skip66
\RaggedLeftLeftskip=\skip67
\RaggedRightLeftskip=\skip68
\CenteringRightskip=\skip69
\RaggedLeftRightskip=\skip70
\RaggedRightRightskip=\skip71
\CenteringParfillskip=\skip72
\RaggedLeftParfillskip=\skip73
\RaggedRightParfillskip=\skip74
\JustifyingParfillskip=\skip75
\CenteringParindent=\skip76
\RaggedLeftParindent=\skip77
\RaggedRightParindent=\skip78
\JustifyingParindent=\skip79
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/longtable.sty
Package: longtable 2004/02/01 v4.11 Multi-page Table package (DPC)
\LTleft=\skip80
\LTright=\skip81
\LTpre=\skip82
\LTpost=\skip83
\LTchunksize=\count114
\LTcapwidth=\dimen138
\LT@head=\box62
\LT@firsthead=\box63
\LT@foot=\box64
\LT@lastfoot=\box65
\LT@cols=\count115
\LT@rows=\count116
\c@LT@tables=\count117
\c@LT@chunks=\count118
\LT@p@ftn=\toks19
)
Class scrbook Info: longtable captions redefined on input line 17.

(/usr/share/texlive/texmf-dist/tex/latex/koma-script/scrpage2.sty
Package: scrpage2 2010/04/22 v2.5 LaTeX2e KOMA-Script package
LaTeX Info: Redefining \pagemark on input line 176.
)
(/usr/share/texlive/texmf-dist/tex/latex/mdwtools/footnote.sty
Package: footnote 1997/01/28 1.13 Save footnotes around boxes
\fn@notes=\box66
\fn@width=\dimen139
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/verbatim.sty
Package: verbatim 2003/08/22 v1.5q LaTeX2e package for verbatim enhancements
\every@verbatim=\toks20
\verbatim@line=\toks21
\verbatim@in@stream=\read1
)
(/usr/share/texlive/texmf-dist/tex/latex/framed/framed.sty
Package: framed 2011/10/22 v 0.96: framed or shaded text with page breaks
\OuterFrameSep=\skip84
\fb@frw=\dimen140
\fb@frh=\dimen141
\FrameRule=\dimen142
\FrameSep=\dimen143
) (./mdframed.sty
Package: mdframed 2010/12/22  v0.6a: mdframed

(/usr/share/texlive/texmf-dist/tex/latex/etex-pkg/etex.sty
Package: etex 1998/03/26 v2.0 eTeX basic definition package (PEB)
\et@xins=\count119
)
(/usr/share/texlive/texmf-dist/tex/latex/tools/calc.sty
Package: calc 2007/08/22 v4.3 Infix arithmetic (KKT,FJ)
\calc@Acount=\count120
\calc@Bcount=\count121
\calc@Adimen=\dimen144
\calc@Bdimen=\dimen145
\calc@Askip=\skip85
\calc@Bskip=\skip86
LaTeX Info: Redefining \setlength on input line 76.
LaTeX Info: Redefining \addtolength on input line 77.
\calc@Ccount=\count122
\calc@Cskip=\skip87
) (./etoolbox.sty
Package: etoolbox 2011/01/03 v2.1 e-TeX tools for LaTeX
\etb@tempcnta=\count123
)
\md@templength=\skip88
\mdf@skipabove@length=\skip89
\mdf@skipbelow@length=\skip90
\mdf@leftmargin@length=\skip91
\mdf@rightmargin@length=\skip92
\mdf@margin@length=\skip93
\mdf@innerleftmargin@length=\skip94
\mdf@innerrightmargin@length=\skip95
\mdf@innertopmargin@length=\skip96
\mdf@innerbottommargin@length=\skip97
\mdf@splittopskip@length=\skip98
\mdf@splitbottomskip@length=\skip99
\mdf@linewidth@length=\skip100
\mdf@innerlinewidth@length=\skip101
\mdf@middlelinewidth@length=\skip102
\mdf@outerlinewidth@length=\skip103
\mdf@roundcorner@length=\skip104

(./md-frame-0.mdf
File: md-frame-3.mdf 2010/12/22  v0.6a: md-frame-0
)
\md@temp@skip@a=\skip105
\md@verticalmarginwhole@length=\skip106
\mdf@xmargin@length=\skip107
\mdf@ymargin@length=\skip108
\mdfboxheight=\skip109
\mdfboxwidth=\skip110
\mdfboundingboxheight=\skip111
\mdfboundingboxwidth=\skip112
\mdfpositionx=\skip113
\mdfpositiony=\skip114
\md@freevspace@length=\skip115
\md@horizontalspaceofbox=\skip116
\md@temp@frame@hsize=\skip117
\md@temp@frame@vsize=\skip118
)
(/usr/share/texlive/texmf-dist/tex/latex/listings/listings.sty
\lst@mode=\count124
\lst@gtempboxa=\box67
\lst@token=\toks22
\lst@length=\count125
\lst@currlwidth=\dimen146
\lst@column=\count126
\lst@pos=\count127
\lst@lostspace=\dimen147
\lst@width=\dimen148
\lst@newlines=\count128
\lst@lineno=\count129
\lst@maxwidth=\dimen149

(/usr/share/texlive/texmf-dist/tex/latex/listings/lstmisc.sty
File: lstmisc.sty 2007/02/22 1.4 (Carsten Heinz)
\c@lstnumber=\count130
\lst@skipnumbers=\count131
\lst@framebox=\box68
)
(/usr/share/texlive/texmf-dist/tex/latex/listings/listings.cfg
File: listings.cfg 2007/02/22 1.4 listings configuration
))
Package: listings 2007/02/22 1.4 (Carsten Heinz)

(/usr/share/texlive/texmf-dist/tex/latex/lineno/lineno.sty
Package: lineno 2005/11/02 line numbers on paragraphs v4.41
\linenopenalty=\count132
\output=\toks23
\linenoprevgraf=\count133
\linenumbersep=\dimen150
\linenumberwidth=\dimen151
\c@linenumber=\count134
\c@pagewiselinenumber=\count135
\c@LN@truepage=\count136
\c@internallinenumber=\count137
\c@internallinenumbers=\count138
\quotelinenumbersep=\dimen152
\bframerule=\dimen153
\bframesep=\dimen154
\bframebox=\box69
LaTeX Info: Redefining \\ on input line 3056.
)
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsmath.sty
Package: amsmath 2000/07/18 v2.13 AMS math features
\@mathmargin=\skip119

For additional information on amsmath, use the `?' option.
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amstext.sty
Package: amstext 2000/06/29 v2.01

(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsgen.sty
File: amsgen.sty 1999/11/30 v2.0
\@emptytoks=\toks24
\ex@=\dimen155
))
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsbsy.sty
Package: amsbsy 1999/11/29 v1.2d
\pmbraise@=\dimen156
)
(/usr/share/texlive/texmf-dist/tex/latex/amsmath/amsopn.sty
Package: amsopn 1999/12/14 v2.01 operator names
)
\inf@bad=\count139
LaTeX Info: Redefining \frac on input line 211.
\uproot@=\count140
\leftroot@=\count141
LaTeX Info: Redefining \overline on input line 307.
\classnum@=\count142
\DOTSCASE@=\count143
LaTeX Info: Redefining \ldots on input line 379.
LaTeX Info: Redefining \dots on input line 382.
LaTeX Info: Redefining \cdots on input line 467.
\Mathstrutbox@=\box70
\strutbox@=\box71
\big@size=\dimen157
LaTeX Font Info:    Redeclaring font encoding OML on input line 567.
LaTeX Font Info:    Redeclaring font encoding OMS on input line 568.
\macc@depth=\count144
\c@MaxMatrixCols=\count145
\dotsspace@=\muskip11
\c@parentequation=\count146
\dspbrk@lvl=\count147
\tag@help=\toks25
\row@=\count148
\column@=\count149
\maxfields@=\count150
\andhelp@=\toks26
\eqnshift@=\dimen158
\alignsep@=\dimen159
\tagshift@=\dimen160
\tagwidth@=\dimen161
\totwidth@=\dimen162
\lineht@=\dimen163
\@envbody=\toks27
\multlinegap=\skip120
\multlinetaggap=\skip121
\mathdisplay@stack=\toks28
LaTeX Info: Redefining \[ on input line 2666.
LaTeX Info: Redefining \] on input line 2667.
)
(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amssymb.sty
Package: amssymb 2009/06/22 v3.00

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/amsfonts.sty
Package: amsfonts 2009/06/22 v3.00 Basic AMSFonts support
\symAMSa=\mathgroup6
\symAMSb=\mathgroup7
LaTeX Font Info:    Overwriting math alphabet `\mathfrak' in version `bold'
(Font)                  U/euf/m/n --> U/euf/b/n on input line 96.
))
(/usr/share/texlive/texmf-dist/tex/latex/psnfss/pifont.sty
Package: pifont 2005/04/12 PSNFSS-v9.2a Pi font support (SPQR) 
LaTeX Font Info:    Try loading font information for U+pzd on input line 63.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/upzd.fd
File: upzd.fd 2001/06/04 font definitions for U/pzd.
)
LaTeX Font Info:    Try loading font information for U+psy on input line 64.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/upsy.fd
File: upsy.fd 2001/06/04 font definitions for U/psy.
))
(/usr/share/texlive/texmf-dist/tex/latex/marvosym/marvosym.sty
Package: marvosym 2011/07/20 v2.2 Martin Vogel's Symbols font definitions
)
(/usr/share/texlive/texmf-dist/tex/latex/fourier/fourier-orns.sty
Package: fourier-orns 2004/01/30 1.1 fourier-ornaments package
)
(/usr/share/texlive/texmf-dist/tex/latex/graphics/graphicx.sty
Package: graphicx 1999/02/16 v1.0f Enhanced LaTeX Graphics (DPC,SPQR)
\Gin@req@height=\dimen164
\Gin@req@width=\dimen165
)
(/usr/share/texlive/texmf-dist/tex/latex/wasysym/wasysym.sty
Package: wasysym 2003/10/30 v2.0 Wasy-2 symbol support package
\symwasy=\mathgroup8
LaTeX Font Info:    Overwriting symbol font `wasy' in version `bold'
(Font)                  U/wasy/m/n --> U/wasy/b/n on input line 90.
)
(/usr/share/texlive/texmf-dist/tex/latex/bbm-macros/bbm.sty
Package: bbm 1999/03/15 V 1.2 provides fonts for set symbols - TH
LaTeX Font Info:    Overwriting math alphabet `\mathbbm' in version `bold'
(Font)                  U/bbm/m/n --> U/bbm/bx/n on input line 33.
LaTeX Font Info:    Overwriting math alphabet `\mathbbmss' in version `bold'
(Font)                  U/bbmss/m/n --> U/bbmss/bx/n on input line 35.
)
(/usr/share/texlive/texmf-dist/tex/latex/skull/skull.sty
Package: skull 2002/01/23 v0.1 (c) Henrik Christian Grove <grove@math.ku.dk>
\symSKULL=\mathgroup9
)
(/usr/share/texmf/tex/latex/tipa/tipa.sty
Package: tipa 2002/08/08 TIPA version 1.1

(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package

(/usr/share/texmf/tex/latex/tipa/t3enc.def
File: t3enc.def 2001/12/31 T3 encoding
LaTeX Font Info:    Try loading font information for T1+phv on input line 357.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/t1phv.fd
File: t1phv.fd 2001/06/04 scalable font definitions for T1/phv.
)
LaTeX Font Info:    Font shape `T1/phv/m/n' will be
(Font)              scaled to size 10.07397pt on input line 357.
)
(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.def
File: t1enc.def 2005/09/27 v1.99g Standard LaTeX file
LaTeX Font Info:    Redeclaring font encoding T1 on input line 43.
)))
(/usr/share/texlive/texmf-dist/tex/latex/fancyvrb/fancyvrb.sty
Package: fancyvrb 2008/02/07

Style option: `fancyvrb' v2.7a, with DG/SPQR fixes, and firstline=lastline fix 
<2008/02/07> (tvz)
\FV@CodeLineNo=\count151
\FV@InFile=\read2
\FV@TabBox=\box72
\c@FancyVerbLine=\count152
\FV@StepNumber=\count153
\FV@OutFile=\write3
) (/usr/share/texlive/texmf-dist/tex/latex/bbding/bbding.sty
Package: bbding 1999/04/15 v1.01 Dingbats symbols
) (/usr/share/texmf/tex/latex/xcolor/xcolor.sty
Package: xcolor 2007/01/21 v2.11 LaTeX color extensions (UK)

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/color.cfg
File: color.cfg 2007/01/18 v1.5 color configuration of teTeX/TeXLive
)
Package xcolor Info: Driver file: pdftex.def on input line 225.

(/usr/share/texlive/texmf-dist/tex/latex/colortbl/colortbl.sty
Package: colortbl 2012/02/13 v1.0a Color table columns (DPC)
\everycr=\toks29
\minrowclearance=\skip122
)
LaTeX Info: Redefining \color on input line 702.
\rownum=\count154
Package xcolor Info: Model `cmy' substituted by `cmy0' on input line 1337.
Package xcolor Info: Model `hsb' substituted by `rgb' on input line 1341.
Package xcolor Info: Model `RGB' extended on input line 1353.
Package xcolor Info: Model `HTML' substituted by `rgb' on input line 1355.
Package xcolor Info: Model `Hsb' substituted by `hsb' on input line 1356.
Package xcolor Info: Model `tHsb' substituted by `hsb' on input line 1357.
Package xcolor Info: Model `HSB' substituted by `hsb' on input line 1358.
Package xcolor Info: Model `Gray' substituted by `gray' on input line 1359.
Package xcolor Info: Model `wave' substituted by `hsb' on input line 1360.
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/microtype.sty
Package: microtype 2010/01/10 v2.4 Micro-typography with pdfTeX (RS)
\MT@toks=\toks30
\MT@count=\count155
LaTeX Info: Redefining \lsstyle on input line 1597.
LaTeX Info: Redefining \lslig on input line 1597.
\MT@outer@space=\skip123
LaTeX Info: Redefining \textls on input line 1605.
\MT@outer@kern=\dimen166
LaTeX Info: Redefining \textmicrotypecontext on input line 2156.
Package microtype Info: Loading configuration file microtype.cfg.

(/usr/share/texlive/texmf-dist/tex/latex/microtype/microtype.cfg
File: microtype.cfg 2010/01/10 v2.4 microtype main configuration file (RS)
))
(/usr/share/texlive/texmf-dist/tex/latex/graphics/lscape.sty
Package: lscape 2000/10/22 v3.01 Landscape Pages (DPC)
)
(/usr/share/texlive/texmf-dist/tex/latex/amscls/amsthm.sty
Package: amsthm 2009/07/02 v2.20.1
\thm@style=\toks31
\thm@bodyfont=\toks32
\thm@headfont=\toks33
\thm@notefont=\toks34
\thm@headpunct=\toks35
\thm@preskip=\skip124
\thm@postskip=\skip125
\thm@headsep=\skip126
\dth@everypar=\toks36
))
(../headers/defaultcolors.tex) (../headers/hyphenation.tex)
(../headers/commands.tex
\fnwidth=\skip127
\mylength=\skip128
\myhight=\skip129
\myshadingheight=\skip130
) (/usr/share/texmf/tex/latex/cm-super/type1ec.sty
Package: type1ec 2002/09/07 v1.1 Type1 EC font definitions (for CM-Super fonts)


(/usr/share/texlive/texmf-dist/tex/latex/base/t1cmr.fd
File: t1cmr.fd 1999/05/25 v2.5h Standard LaTeX font definitions
))
(/usr/share/texmf/tex/latex/CJK/CJKutf8.sty
Package: CJKutf8 2012/05/07 4.8.3

(/usr/share/texlive/texmf-dist/tex/latex/base/inputenc.sty
Package: inputenc 2008/03/30 v1.1d Input encoding file
\inpenc@prehook=\toks37
\inpenc@posthook=\toks38

(/usr/share/texlive/texmf-dist/tex/latex/base/utf8.def
File: utf8.def 2008/04/05 v1.1m UTF-8 support for inputenc
Now handling font encoding OML ...
... no UTF-8 mapping file for font encoding OML
Now handling font encoding T1 ...
... processing UTF-8 mapping file for font encoding T1

(/usr/share/texlive/texmf-dist/tex/latex/base/t1enc.dfu
File: t1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A1 (decimal 161)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00AB (decimal 171)
   defining Unicode char U+00BB (decimal 187)
   defining Unicode char U+00BF (decimal 191)
   defining Unicode char U+00C0 (decimal 192)
   defining Unicode char U+00C1 (decimal 193)
   defining Unicode char U+00C2 (decimal 194)
   defining Unicode char U+00C3 (decimal 195)
   defining Unicode char U+00C4 (decimal 196)
   defining Unicode char U+00C5 (decimal 197)
   defining Unicode char U+00C6 (decimal 198)
   defining Unicode char U+00C7 (decimal 199)
   defining Unicode char U+00C8 (decimal 200)
   defining Unicode char U+00C9 (decimal 201)
   defining Unicode char U+00CA (decimal 202)
   defining Unicode char U+00CB (decimal 203)
   defining Unicode char U+00CC (decimal 204)
   defining Unicode char U+00CD (decimal 205)
   defining Unicode char U+00CE (decimal 206)
   defining Unicode char U+00CF (decimal 207)
   defining Unicode char U+00D0 (decimal 208)
   defining Unicode char U+00D1 (decimal 209)
   defining Unicode char U+00D2 (decimal 210)
   defining Unicode char U+00D3 (decimal 211)
   defining Unicode char U+00D4 (decimal 212)
   defining Unicode char U+00D5 (decimal 213)
   defining Unicode char U+00D6 (decimal 214)
   defining Unicode char U+00D8 (decimal 216)
   defining Unicode char U+00D9 (decimal 217)
   defining Unicode char U+00DA (decimal 218)
   defining Unicode char U+00DB (decimal 219)
   defining Unicode char U+00DC (decimal 220)
   defining Unicode char U+00DD (decimal 221)
   defining Unicode char U+00DE (decimal 222)
   defining Unicode char U+00DF (decimal 223)
   defining Unicode char U+00E0 (decimal 224)
   defining Unicode char U+00E1 (decimal 225)
   defining Unicode char U+00E2 (decimal 226)
   defining Unicode char U+00E3 (decimal 227)
   defining Unicode char U+00E4 (decimal 228)
   defining Unicode char U+00E5 (decimal 229)
   defining Unicode char U+00E6 (decimal 230)
   defining Unicode char U+00E7 (decimal 231)
   defining Unicode char U+00E8 (decimal 232)
   defining Unicode char U+00E9 (decimal 233)
   defining Unicode char U+00EA (decimal 234)
   defining Unicode char U+00EB (decimal 235)
   defining Unicode char U+00EC (decimal 236)
   defining Unicode char U+00ED (decimal 237)
   defining Unicode char U+00EE (decimal 238)
   defining Unicode char U+00EF (decimal 239)
   defining Unicode char U+00F0 (decimal 240)
   defining Unicode char U+00F1 (decimal 241)
   defining Unicode char U+00F2 (decimal 242)
   defining Unicode char U+00F3 (decimal 243)
   defining Unicode char U+00F4 (decimal 244)
   defining Unicode char U+00F5 (decimal 245)
   defining Unicode char U+00F6 (decimal 246)
   defining Unicode char U+00F8 (decimal 248)
   defining Unicode char U+00F9 (decimal 249)
   defining Unicode char U+00FA (decimal 250)
   defining Unicode char U+00FB (decimal 251)
   defining Unicode char U+00FC (decimal 252)
   defining Unicode char U+00FD (decimal 253)
   defining Unicode char U+00FE (decimal 254)
   defining Unicode char U+00FF (decimal 255)
   defining Unicode char U+0102 (decimal 258)
   defining Unicode char U+0103 (decimal 259)
   defining Unicode char U+0104 (decimal 260)
   defining Unicode char U+0105 (decimal 261)
   defining Unicode char U+0106 (decimal 262)
   defining Unicode char U+0107 (decimal 263)
   defining Unicode char U+010C (decimal 268)
   defining Unicode char U+010D (decimal 269)
   defining Unicode char U+010E (decimal 270)
   defining Unicode char U+010F (decimal 271)
   defining Unicode char U+0110 (decimal 272)
   defining Unicode char U+0111 (decimal 273)
   defining Unicode char U+0118 (decimal 280)
   defining Unicode char U+0119 (decimal 281)
   defining Unicode char U+011A (decimal 282)
   defining Unicode char U+011B (decimal 283)
   defining Unicode char U+011E (decimal 286)
   defining Unicode char U+011F (decimal 287)
   defining Unicode char U+0130 (decimal 304)
   defining Unicode char U+0131 (decimal 305)
   defining Unicode char U+0132 (decimal 306)
   defining Unicode char U+0133 (decimal 307)
   defining Unicode char U+0139 (decimal 313)
   defining Unicode char U+013A (decimal 314)
   defining Unicode char U+013D (decimal 317)
   defining Unicode char U+013E (decimal 318)
   defining Unicode char U+0141 (decimal 321)
   defining Unicode char U+0142 (decimal 322)
   defining Unicode char U+0143 (decimal 323)
   defining Unicode char U+0144 (decimal 324)
   defining Unicode char U+0147 (decimal 327)
   defining Unicode char U+0148 (decimal 328)
   defining Unicode char U+014A (decimal 330)
   defining Unicode char U+014B (decimal 331)
   defining Unicode char U+0150 (decimal 336)
   defining Unicode char U+0151 (decimal 337)
   defining Unicode char U+0152 (decimal 338)
   defining Unicode char U+0153 (decimal 339)
   defining Unicode char U+0154 (decimal 340)
   defining Unicode char U+0155 (decimal 341)
   defining Unicode char U+0158 (decimal 344)
   defining Unicode char U+0159 (decimal 345)
   defining Unicode char U+015A (decimal 346)
   defining Unicode char U+015B (decimal 347)
   defining Unicode char U+015E (decimal 350)
   defining Unicode char U+015F (decimal 351)
   defining Unicode char U+0160 (decimal 352)
   defining Unicode char U+0161 (decimal 353)
   defining Unicode char U+0162 (decimal 354)
   defining Unicode char U+0163 (decimal 355)
   defining Unicode char U+0164 (decimal 356)
   defining Unicode char U+0165 (decimal 357)
   defining Unicode char U+016E (decimal 366)
   defining Unicode char U+016F (decimal 367)
   defining Unicode char U+0170 (decimal 368)
   defining Unicode char U+0171 (decimal 369)
   defining Unicode char U+0178 (decimal 376)
   defining Unicode char U+0179 (decimal 377)
   defining Unicode char U+017A (decimal 378)
   defining Unicode char U+017B (decimal 379)
   defining Unicode char U+017C (decimal 380)
   defining Unicode char U+017D (decimal 381)
   defining Unicode char U+017E (decimal 382)
   defining Unicode char U+200C (decimal 8204)
   defining Unicode char U+2013 (decimal 8211)
   defining Unicode char U+2014 (decimal 8212)
   defining Unicode char U+2018 (decimal 8216)
   defining Unicode char U+2019 (decimal 8217)
   defining Unicode char U+201A (decimal 8218)
   defining Unicode char U+201C (decimal 8220)
   defining Unicode char U+201D (decimal 8221)
   defining Unicode char U+201E (decimal 8222)
   defining Unicode char U+2030 (decimal 8240)
   defining Unicode char U+2031 (decimal 8241)
   defining Unicode char U+2039 (decimal 8249)
   defining Unicode char U+203A (decimal 8250)
   defining Unicode char U+2423 (decimal 9251)
)
Now handling font encoding OT1 ...
... processing UTF-8 mapping file for font encoding OT1

(/usr/share/texlive/texmf-dist/tex/latex/base/ot1enc.dfu
File: ot1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A1 (decimal 161)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00B8 (decimal 184)
   defining Unicode char U+00BF (decimal 191)
   defining Unicode char U+00C5 (decimal 197)
   defining Unicode char U+00C6 (decimal 198)
   defining Unicode char U+00D8 (decimal 216)
   defining Unicode char U+00DF (decimal 223)
   defining Unicode char U+00E6 (decimal 230)
   defining Unicode char U+00EC (decimal 236)
   defining Unicode char U+00ED (decimal 237)
   defining Unicode char U+00EE (decimal 238)
   defining Unicode char U+00EF (decimal 239)
   defining Unicode char U+00F8 (decimal 248)
   defining Unicode char U+0131 (decimal 305)
   defining Unicode char U+0141 (decimal 321)
   defining Unicode char U+0142 (decimal 322)
   defining Unicode char U+0152 (decimal 338)
   defining Unicode char U+0153 (decimal 339)
   defining Unicode char U+2013 (decimal 8211)
   defining Unicode char U+2014 (decimal 8212)
   defining Unicode char U+2018 (decimal 8216)
   defining Unicode char U+2019 (decimal 8217)
   defining Unicode char U+201C (decimal 8220)
   defining Unicode char U+201D (decimal 8221)
)
Now handling font encoding OMS ...
... processing UTF-8 mapping file for font encoding OMS

(/usr/share/texlive/texmf-dist/tex/latex/base/omsenc.dfu
File: omsenc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A7 (decimal 167)
   defining Unicode char U+00B6 (decimal 182)
   defining Unicode char U+00B7 (decimal 183)
   defining Unicode char U+2020 (decimal 8224)
   defining Unicode char U+2021 (decimal 8225)
   defining Unicode char U+2022 (decimal 8226)
)
Now handling font encoding OMX ...
... no UTF-8 mapping file for font encoding OMX
Now handling font encoding U ...
... no UTF-8 mapping file for font encoding U
Now handling font encoding TS1 ...
... processing UTF-8 mapping file for font encoding TS1

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1enc.dfu
File: ts1enc.dfu 2008/04/05 v1.1m UTF-8 support for inputenc
   defining Unicode char U+00A2 (decimal 162)
   defining Unicode char U+00A3 (decimal 163)
   defining Unicode char U+00A4 (decimal 164)
   defining Unicode char U+00A5 (decimal 165)
   defining Unicode char U+00A6 (decimal 166)
   defining Unicode char U+00A7 (decimal 167)
   defining Unicode char U+00A8 (decimal 168)
   defining Unicode char U+00A9 (decimal 169)
   defining Unicode char U+00AA (decimal 170)
   defining Unicode char U+00AC (decimal 172)
   defining Unicode char U+00AE (decimal 174)
   defining Unicode char U+00AF (decimal 175)
   defining Unicode char U+00B0 (decimal 176)
   defining Unicode char U+00B1 (decimal 177)
   defining Unicode char U+00B2 (decimal 178)
   defining Unicode char U+00B3 (decimal 179)
   defining Unicode char U+00B4 (decimal 180)
   defining Unicode char U+00B5 (decimal 181)
   defining Unicode char U+00B6 (decimal 182)
   defining Unicode char U+00B7 (decimal 183)
   defining Unicode char U+00B9 (decimal 185)
   defining Unicode char U+00BA (decimal 186)
   defining Unicode char U+00BC (decimal 188)
   defining Unicode char U+00BD (decimal 189)
   defining Unicode char U+00BE (decimal 190)
   defining Unicode char U+00D7 (decimal 215)
   defining Unicode char U+00F7 (decimal 247)
   defining Unicode char U+0192 (decimal 402)
   defining Unicode char U+02C7 (decimal 711)
   defining Unicode char U+02D8 (decimal 728)
   defining Unicode char U+02DD (decimal 733)
   defining Unicode char U+0E3F (decimal 3647)
   defining Unicode char U+2016 (decimal 8214)
   defining Unicode char U+2020 (decimal 8224)
   defining Unicode char U+2021 (decimal 8225)
   defining Unicode char U+2022 (decimal 8226)
   defining Unicode char U+2030 (decimal 8240)
   defining Unicode char U+2031 (decimal 8241)
   defining Unicode char U+203B (decimal 8251)
   defining Unicode char U+203D (decimal 8253)
   defining Unicode char U+2044 (decimal 8260)
   defining Unicode char U+204E (decimal 8270)
   defining Unicode char U+2052 (decimal 8274)
   defining Unicode char U+20A1 (decimal 8353)
   defining Unicode char U+20A4 (decimal 8356)
   defining Unicode char U+20A6 (decimal 8358)
   defining Unicode char U+20A9 (decimal 8361)
   defining Unicode char U+20AB (decimal 8363)
   defining Unicode char U+20AC (decimal 8364)
   defining Unicode char U+20B1 (decimal 8369)
   defining Unicode char U+2103 (decimal 8451)
   defining Unicode char U+2116 (decimal 8470)
   defining Unicode char U+2117 (decimal 8471)
   defining Unicode char U+211E (decimal 8478)
   defining Unicode char U+2120 (decimal 8480)
   defining Unicode char U+2122 (decimal 8482)
   defining Unicode char U+2126 (decimal 8486)
   defining Unicode char U+2127 (decimal 8487)
   defining Unicode char U+212E (decimal 8494)
   defining Unicode char U+2190 (decimal 8592)
   defining Unicode char U+2191 (decimal 8593)
   defining Unicode char U+2192 (decimal 8594)
   defining Unicode char U+2193 (decimal 8595)
   defining Unicode char U+2329 (decimal 9001)
   defining Unicode char U+232A (decimal 9002)
   defining Unicode char U+2422 (decimal 9250)
   defining Unicode char U+25E6 (decimal 9702)
   defining Unicode char U+25EF (decimal 9711)
   defining Unicode char U+266A (decimal 9834)
)
Now handling font encoding PD1 ...
... no UTF-8 mapping file for font encoding PD1
Now handling font encoding PU ...
... no UTF-8 mapping file for font encoding PU
Now handling font encoding T3 ...
... no UTF-8 mapping file for font encoding T3
   defining Unicode char U+00A9 (decimal 169)
   defining Unicode char U+00AA (decimal 170)
   defining Unicode char U+00AE (decimal 174)
   defining Unicode char U+00BA (decimal 186)
   defining Unicode char U+02C6 (decimal 710)
   defining Unicode char U+02DC (decimal 732)
   defining Unicode char U+200C (decimal 8204)
   defining Unicode char U+2026 (decimal 8230)
   defining Unicode char U+2122 (decimal 8482)
   defining Unicode char U+2423 (decimal 9251)
))
(/usr/share/texmf/tex/latex/CJK/CJK.sty
Package: CJK 2012/05/07 4.8.3

(/usr/share/texmf/tex/latex/CJK/mule/MULEenc.sty
Package: MULEenc 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/CJK.enc
File: CJK.enc 2012/05/07 4.8.3
Now handling font encoding C00 ...
... no UTF-8 mapping file for font encoding C00
Now handling font encoding C05 ...
... no UTF-8 mapping file for font encoding C05
Now handling font encoding C09 ...
... no UTF-8 mapping file for font encoding C09
Now handling font encoding C10 ...
... no UTF-8 mapping file for font encoding C10
Now handling font encoding C20 ...
... no UTF-8 mapping file for font encoding C20
Now handling font encoding C19 ...
... no UTF-8 mapping file for font encoding C19
Now handling font encoding C40 ...
... no UTF-8 mapping file for font encoding C40
Now handling font encoding C42 ...
... no UTF-8 mapping file for font encoding C42
Now handling font encoding C43 ...
... no UTF-8 mapping file for font encoding C43
Now handling font encoding C50 ...
... no UTF-8 mapping file for font encoding C50
Now handling font encoding C52 ...
... no UTF-8 mapping file for font encoding C52
Now handling font encoding C49 ...
... no UTF-8 mapping file for font encoding C49
Now handling font encoding C60 ...
... no UTF-8 mapping file for font encoding C60
Now handling font encoding C61 ...
... no UTF-8 mapping file for font encoding C61
Now handling font encoding C63 ...
... no UTF-8 mapping file for font encoding C63
Now handling font encoding C64 ...
... no UTF-8 mapping file for font encoding C64
Now handling font encoding C65 ...
... no UTF-8 mapping file for font encoding C65
Now handling font encoding C70 ...
... no UTF-8 mapping file for font encoding C70
Now handling font encoding C31 ...
... no UTF-8 mapping file for font encoding C31
Now handling font encoding C32 ...
... no UTF-8 mapping file for font encoding C32
Now handling font encoding C33 ...
... no UTF-8 mapping file for font encoding C33
Now handling font encoding C34 ...
... no UTF-8 mapping file for font encoding C34
Now handling font encoding C35 ...
... no UTF-8 mapping file for font encoding C35
Now handling font encoding C36 ...
... no UTF-8 mapping file for font encoding C36
Now handling font encoding C37 ...
... no UTF-8 mapping file for font encoding C37
Now handling font encoding C80 ...
... no UTF-8 mapping file for font encoding C80
Now handling font encoding C81 ...
... no UTF-8 mapping file for font encoding C81
Now handling font encoding C01 ...
... no UTF-8 mapping file for font encoding C01
Now handling font encoding C11 ...
... no UTF-8 mapping file for font encoding C11
Now handling font encoding C21 ...
... no UTF-8 mapping file for font encoding C21
Now handling font encoding C41 ...
... no UTF-8 mapping file for font encoding C41
Now handling font encoding C62 ...
... no UTF-8 mapping file for font encoding C62
)
LaTeX Info: Redefining \selectfont on input line 755.
\CJK@indent=\box73
)
(/usr/share/texlive/texmf-dist/tex/latex/base/fontenc.sty
Package: fontenc 2005/09/27 v1.99g Standard LaTeX package
))
(/usr/share/texmf/tex/latex/CJK/ruby.sty
Package: ruby 2012/05/07 4.8.3
\ruby@width=\dimen167
)
(/usr/share/texmf/tex/latex/CJK/CJKulem.sty
Package: CJKulem 2012/05/07 4.8.3
\UL@lastkern=\dimen168
\CJK@skip=\skip131
) (../headers/title.tex)
(../headers/options.tex
LaTeX Font Info:    Try loading font information for T1+ptm on input line 13.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/t1ptm.fd
File: t1ptm.fd 2001/06/04 font definitions for T1/ptm.
)

Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 18%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 13
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 433.35742pt
(typearea)              DIV departure   = -18%
(typearea)              \evensidemargin = 14.40149pt
(typearea)              \oddsidemargin  = 5.20905pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 650.20029pt
(typearea)              \topmargin      = -44.6664pt
(typearea)              \headheight     = 17.0pt
(typearea)              \headsep        = 20.40001pt
(typearea)              \topskip        = 11.0pt
(typearea)              \footskip       = 47.60002pt
(typearea)              \baselineskip   = 13.6pt
(typearea)              on input line 13.
) (../headers/formattings.tex
Package hyperref Info: Option `breaklinks' set `true' on input line 17.
Package hyperref Info: Option `colorlinks' set `false' on input line 17.
Package hyperref Info: Option `bookmarksopen' set `true' on input line 17.
Package hyperref Info: Option `bookmarksnumbered' set `true' on input line 17.
Package hyperref Info: Option `frenchlinks' set `false' on input line 17.
) (../headers/unicodes.tex)
(../headers/templates.tex
\wbtemplengtha=\skip132
\wbtemplengthb=\skip133
\wbtemplengthc=\skip134
\wbtemplengthd=\skip135
\wbtemplengthe=\skip136
\wbtempcounta=\count156
\wbtempcountb=\count157
\wbtempcountc=\count158


! LaTeX Error: Command \PDFLink already defined.
               Or name \end... illegal, see p.192 of the manual.

See the LaTeX manual or LaTeX Companion for explanation.
Type  H <return>  for immediate help.
 ...                                              
                                                  
l.634 \newcommand{\PDFLink}[1]{#1 PDF}
                                      
Your command was ignored.
Type  I <command> <return>  to replace it with another command,
or  <return>  to continue without it.

\c@satz=\count159
\c@beweis=\count160
\c@beispiel=\count161
\c@mydef=\count162
) (../headers/templates-dirk.tex) (../headers/templates-chemie.tex)
(/usr/share/texmf/tex/latex/lm/lmodern.sty
Package: lmodern 2009/10/30 v1.6 Latin Modern Fonts
LaTeX Font Info:    Overwriting symbol font `operators' in version `normal'
(Font)                  OT1/ztmcm/m/n --> OT1/lmr/m/n on input line 22.
LaTeX Font Info:    Overwriting symbol font `letters' in version `normal'
(Font)                  OML/ztmcm/m/it --> OML/lmm/m/it on input line 23.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `normal'
(Font)                  OMS/ztmcm/m/n --> OMS/lmsy/m/n on input line 24.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `normal'
(Font)                  OMX/ztmcm/m/n --> OMX/lmex/m/n on input line 25.
LaTeX Font Info:    Overwriting symbol font `operators' in version `bold'
(Font)                  OT1/ztmcm/m/n --> OT1/lmr/bx/n on input line 26.
LaTeX Font Info:    Overwriting symbol font `letters' in version `bold'
(Font)                  OML/ztmcm/m/it --> OML/lmm/b/it on input line 27.
LaTeX Font Info:    Overwriting symbol font `symbols' in version `bold'
(Font)                  OMS/ztmcm/m/n --> OMS/lmsy/b/n on input line 28.
LaTeX Font Info:    Overwriting symbol font `largesymbols' in version `bold'
(Font)                  OMX/ztmcm/m/n --> OMX/lmex/m/n on input line 29.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `normal'
(Font)                  OT1/ptm/bx/n --> OT1/lmr/bx/n on input line 31.
LaTeX Font Info:    Overwriting math alphabet `\mathsf' in version `normal'
(Font)                  OT1/cmss/m/n --> OT1/lmss/m/n on input line 32.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `normal'
(Font)                  OT1/ptm/m/it --> OT1/lmr/m/it on input line 33.
LaTeX Font Info:    Overwriting math alphabet `\mathtt' in version `normal'
(Font)                  OT1/cmtt/m/n --> OT1/lmtt/m/n on input line 34.
LaTeX Font Info:    Overwriting math alphabet `\mathbf' in version `bold'
(Font)                  OT1/ptm/bx/n --> OT1/lmr/bx/n on input line 35.
LaTeX Font Info:    Overwriting math alphabet `\mathsf' in version `bold'
(Font)                  OT1/cmss/bx/n --> OT1/lmss/bx/n on input line 36.
LaTeX Font Info:    Overwriting math alphabet `\mathit' in version `bold'
(Font)                  OT1/ptm/m/it --> OT1/lmr/bx/it on input line 37.
LaTeX Font Info:    Overwriting math alphabet `\mathtt' in version `bold'
(Font)                  OT1/cmtt/m/n --> OT1/lmtt/m/n on input line 38.
) (./main.aux)
\openout1 = `main.aux'.

LaTeX Font Info:    Checking defaults for OML/cmm/m/it on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for T1/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OT1/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OMS/cmsy/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for OMX/cmex/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for U/cmr/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for TS1/cmr/m/n on input line 23.
LaTeX Font Info:    Try loading font information for TS1+cmr on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/base/ts1cmr.fd
File: ts1cmr.fd 1999/05/25 v2.5h Standard LaTeX font definitions
)
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for PD1/pdf/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for PU/pdf/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for T3/cmr/m/n on input line 23.
LaTeX Font Info:    Try loading font information for T3+cmr on input line 23.

(/usr/share/texmf/tex/latex/tipa/t3cmr.fd
File: t3cmr.fd 2001/12/31 TIPA font definitions
)
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C00/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C05/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C09/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C10/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C20/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C19/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C40/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C42/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C43/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C50/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C52/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C49/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C60/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C61/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C63/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C64/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C65/mj/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C70/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C31/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C32/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C33/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C34/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C35/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C36/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C37/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C80/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C81/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C01/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C11/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C21/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C41/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Checking defaults for C62/song/m/n on input line 23.
LaTeX Font Info:    ... okay on input line 23.
LaTeX Font Info:    Try loading font information for T1+lmr on input line 23.

(/usr/share/texmf/tex/latex/lm/t1lmr.fd
File: t1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
(/usr/share/texlive/texmf-dist/tex/context/base/supp-pdf.mkii
[Loading MPS to PDF converter (version 2006.09.02).]
\scratchcounter=\count163
\scratchdimen=\dimen169
\scratchbox=\box74
\nofMPsegments=\count164
\nofMParguments=\count165
\everyMPshowfont=\toks39
\MPscratchCnt=\count166
\MPscratchDim=\dimen170
\MPnumerator=\count167
\makeMPintoPDFobject=\count168
\everyMPtoPDFconversion=\toks40
)
\AtBeginShipoutBox=\box75
Package hyperref Info: Link coloring OFF on input line 23.
 (/usr/share/texlive/texmf-dist/tex/latex/hyperref/nameref.sty
Package: nameref 2010/04/30 v2.40 Cross-referencing by name of section

(/usr/share/texlive/texmf-dist/tex/generic/oberdiek/gettitlestring.sty
Package: gettitlestring 2010/12/03 v1.4 Cleanup title references (HO)
)
\c@section@level=\count169
)
LaTeX Info: Redefining \ref on input line 23.
LaTeX Info: Redefining \pageref on input line 23.
LaTeX Info: Redefining \nameref on input line 23.

(./main.out) (./main.out)
\@outlinefile=\write4
\openout4 = `main.out'.

LaTeX Font Info:    Try loading font information for T1+lmss on input line 23.
 (/usr/share/texmf/tex/latex/lm/t1lmss.fd
File: t1lmss.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
Package tocstyle Info: prepare \l@part for redefinition on input line 23.
Package tocstyle Info: prepare \l@chapter for redefinition on input line 23.
Package tocstyle Info: prepare \l@section for redefinition on input line 23.
LaTeX Font Info:    Try loading font information for OT1+lmr on input line 23.

(/usr/share/texmf/tex/latex/lm/ot1lmr.fd
File: ot1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OML+lmm on input line 23.

(/usr/share/texmf/tex/latex/lm/omllmm.fd
File: omllmm.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OMS+lmsy on input line 23.


(/usr/share/texmf/tex/latex/lm/omslmsy.fd
File: omslmsy.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    Try loading font information for OMX+lmex on input line 23.


(/usr/share/texmf/tex/latex/lm/omxlmex.fd
File: omxlmex.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <10.95> on input line 23.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <8> on input line 23.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <6> on input line 23.
LaTeX Font Info:    Try loading font information for OT1+ptm on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/psnfss/ot1ptm.fd
File: ot1ptm.fd 2001/06/04 font definitions for OT1/ptm.
)
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <10.95> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <8> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <6> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 23.
LaTeX Font Info:    Try loading font information for U+msa on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsa.fd
File: umsa.fd 2009/06/22 v3.00 AMS symbols A
)
LaTeX Font Info:    Try loading font information for U+msb on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/amsfonts/umsb.fd
File: umsb.fd 2009/06/22 v3.00 AMS symbols B
)
LaTeX Font Info:    Try loading font information for U+wasy on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/wasysym/uwasy.fd
File: uwasy.fd 2003/10/30 v2.0 Wasy-2 symbol font definitions
)
Package tocstyle Info: prepare \l@subsection for redefinition on input line 23.

Package tocstyle Info: prepare \l@table for redefinition on input line 23.
Package tocstyle Info: prepare \l@figure for redefinition on input line 23.

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/epstopdf-base.sty
Package: epstopdf-base 2010/02/09 v2.5 Base part for package epstopdf

(/usr/share/texlive/texmf-dist/tex/latex/oberdiek/grfext.sty
Package: grfext 2010/08/19 v1.1 Manage graphics extensions (HO)
)
Package grfext Info: Graphics extension search list:
(grfext)             [.png,.pdf,.jpg,.mps,.jpeg,.jbig2,.jb2,.PNG,.PDF,.JPG,.JPE
G,.JBIG2,.JB2,.eps]
(grfext)             \AppendGraphicsExtensions on input line 452.

(/usr/share/texlive/texmf-dist/tex/latex/latexconfig/epstopdf-sys.cfg
File: epstopdf-sys.cfg 2010/07/13 v1.3 Configuration of (r)epstopdf for TeX Liv
e
))

Class scrbook Warning: discard change of \selectfont.

ABD: EverySelectfont initializing macros

LaTeX Warning: Command \selectfont   has changed.
               Check if current package is valid.

LaTeX Info: Redefining \selectfont on input line 23.
\c@lstlisting=\count170
LaTeX Info: Redefining \microtypecontext on input line 23.
Package microtype Info: Generating PDF output.
Package microtype Info: Character protrusion enabled (level 2).
Package microtype Info: Using default protrusion set `alltext'.
Package microtype Info: Automatic font expansion enabled (level 2),
(microtype)             stretch: 20, shrink: 20, step: 1, non-selected.
Package microtype Info: Using default expansion set `basictext'.
Package microtype Info: No tracking.
Package microtype Info: No adjustment of interword spacing.
Package microtype Info: No adjustment of character kerning.
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-cmr.cfg
File: mt-cmr.cfg 2009/11/09 v2.0 microtype config. file: Computer Modern Roman 
(RS)
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.bdg
File: UTF8.bdg 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.enc
File: UTF8.enc 2012/05/07 4.8.3
)
(/usr/share/texmf/tex/latex/CJK/UTF8/UTF8.chr
File: UTF8.chr 2012/05/07 4.8.3
)
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
exclude: 
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <14.4> on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <14.4> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-ptm.cfg
File: mt-ptm.cfg 2006/04/20 v1.7 microtype config. file: Times (RS)
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-msa.cfg
File: mt-msa.cfg 2006/02/04 v1.1 microtype config. file: AMS symbols (a) (RS)
)
(/usr/share/texlive/texmf-dist/tex/latex/microtype/mt-msb.cfg
File: mt-msb.cfg 2005/06/01 v1.0 microtype config. file: AMS symbols (b) (RS)
)

LaTeX Warning: No \author given.
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{/var/lib/texmf/fonts/map/pdftex/updmap/pdftex.map}]
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <10> on input line 34.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <7.4> on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <10> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <7.4> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 34.
LaTeX Font Info:    Try loading font information for T1+lmtt on input line 34.

(/usr/share/texmf/tex/latex/lm/t1lmtt.fd
File: t1lmtt.fd 2009/10/30 v1.6 Font defs for Latin Modern
) [2

]
Package tocbasic Info: character protrusion at toc deactivated on input line 37
.
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text indent calculated (toc, 0): 18.8887pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 0):  0.0pt
text indent by \l@... (toc, 0):  16.42499pt
number indent by parent (toc, 0):  0.0pt
text indent calculated (toc, 0): 18.8887pt
number indent calculated (toc, 0): 0.0pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  18.8887pt
text indent calculated (toc, 1): 24.9416pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  18.8887pt
text indent calculated (toc, 1): 24.9416pt
number indent calculated (toc, 1): 18.8887pt
number indent by \l@... (toc, 1):  16.42499pt
text indent by \l@... (toc, 1):  25.18501pt
number indent by parent (toc, 1):  18.8887pt
text indent calculated (toc, 1): 24.9416pt
number indent calculated (toc, 1): 18.8887pt
)
\tf@toc=\write5
\openout5 = `main.toc'.

 [1] [2


]
Chapter 1.

Class scrbook Warning: \float@addtolists detected!
(scrbook)              You should use the features of package `tocbasic'
(scrbook)              instead of \float@addtolists.
(scrbook)              Support for \float@addtolists may be removed from
(scrbook)              `scrbook' soon .

[3] [4


]
Chapter 2.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <9> on input line 74.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <7> on input line 74.
LaTeX Font Info:    External font `lmex10' loaded for size
(Font)              <5> on input line 74.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <9> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 74.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <7> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 74.
LaTeX Font Info:    Font shape `OT1/ptm/bx/n' in size <5> not available
(Font)              Font shape `OT1/ptm/b/n' tried instead on input line 74.
LaTeX Font Info:    Try loading font information for TS1+lmr on input line 76.
(/usr/share/texmf/tex/latex/lm/ts1lmr.fd
File: ts1lmr.fd 2009/10/30 v1.6 Font defs for Latin Modern
)
<../images/1.png, id=533, 600.2425pt x 230.8625pt>
File: ../images/1.png Graphic file (type png)
 <use ../images/1.png>
Package pdftex.def Info: ../images/1.png used on input line 90.
(pdftex.def)             Requested size: 270.85765pt x 104.17601pt.

Overfull \hbox (156.4616pt too wide) in paragraph at lines 92--92
[][][] $[]$| 
 []


Overfull \hbox (156.4616pt too wide) in paragraph at lines 92--92
[][][] $[]$| 
 []


Overfull \hbox (156.4616pt too wide) in paragraph at lines 92--92
[][][] $[]$| 
 []


Overfull \hbox (156.4616pt too wide) in paragraph at lines 92--92
[][][] $[]$| 
 []

[5] [6 <../images/1.png>]
Chapter 3.
[7


] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20]
Chapter 4.
[21


] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34


]
Chapter 5.
[35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48


]
Chapter 6.

Underfull \hbox (badness 10000) in paragraph at lines 1589--1589
[][]$\T1/lmtt/m/n/9 http : / / en . wikipedia . org / wiki / Johann % 20Wolfgan
g % 20Goethe % 20University % 20of %
 []

[49] [50] [51] [52] [53] [54] [55] [56] [57] [58]
Chapter 7.
[59


]
LaTeX Font Info:    Try loading font information for C70+megafont on input line
 1749.
 (/home/dirk/.texmf-var/tex/latex/megafont/c70megafont.fd
File: c70megafont.fd 
) [60] [61]
[62] [63] [64] [65] [66]
Overfull \hbox (93.60986pt too wide) in alignment at lines 1877--1878
 [] [] [] 
 []

! Extra alignment tab has been changed to \cr.
<template> \endtemplate 
                        
l.1878 ...ces{}\hspace*{0pt} SIGN (SIGNIFICATION)}
                                                  
You have given more \span or & marks than there were
in the preamble to the \halign or \valign now in progress.
So I'll assume that you meant to type \cr instead.


Overfull \hbox (93.60986pt too wide) in alignment at lines 1878--1879
 [] [] [] 
 []


Overfull \hbox (67.3582pt too wide) in alignment at lines 1882--1883
 [] [] [] 
 []

! Extra alignment tab has been changed to \cr.
<template> \endtemplate 
                        
l.1883 ...ces{}\hspace*{0pt} SIGN (SIGNIFICATION)}
                                                  
You have given more \span or & marks than there were
in the preamble to the \halign or \valign now in progress.
So I'll assume that you meant to type \cr instead.


Overfull \hbox (67.3582pt too wide) in alignment at lines 1883--1884
 [] [] [] 
 []

[67]

Package hyperref Warning: Token not allowed in a PDF string (Unicode):
(hyperref)                removing `\char' on input line 1892.


Package hyperref Warning: Token not allowed in a PDF string (Unicode):
(hyperref)                removing `\char' on input line 1892.

[68] [69] [70] [71] [72


]
Chapter 8.
[73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86


]
Chapter 9.
[87] [88] [89] [90] [91] [92] [93] [94]
Chapter 10.
[95


] [96] [97] [98] [99] [100] [101] [102] [103] [104


]
Chapter 11.
[105] [106] [107] [108] [109] [110] [111] [112]
Chapter 12.
[113


] [114] [115] [116


]
Package tocbasic Info: character protrusion at lof deactivated on input line 27
35.
 (./main.lof)
\tf@lof=\write6
\openout6 = `main.lof'.

 [117] [118]
Underfull \vbox (badness 10000) detected at line 2766
 []

[119]

Class scrbook Warning: Using fallback calculation to setup font sizes
(scrbook)              for basic size `9pt' on input line 2767.


Package typearea Warning: \typearea used at group level 2.
(typearea)                Using \typearea inside any group, e.g.
(typearea)                environments, math mode, boxes, etc. may result in
(typearea)                many type setting problems.
(typearea)                You should move the command \typearea
(typearea)                outside all groups on input line 2767.


Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 66%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 90
(typearea)             BCOR = 34.1433pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 544.58585pt
(typearea)              DIV departure   = -66%
(typearea)              \evensidemargin = -59.7508pt
(typearea)              \oddsidemargin  = -31.8671pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 818.99794pt
(typearea)              \topmargin      = -92.58049pt
(typearea)              \headheight     = 13.49995pt
(typearea)              \headsep        = 16.19995pt
(typearea)              \topskip        = 9.0pt
(typearea)              \footskip       = 37.7999pt
(typearea)              \baselineskip   = 10.79997pt
(typearea)              on input line 2767.

Package typearea Warning: Typearea changed!
(typearea)                You should do this only at preamble, because only
(typearea)                \begin{document} calculates output dimensions!
(typearea)                Trying to calculate new output dimensions, but
(typearea)                this is only a dirty hack on input line 2767.


Package typearea Warning: \typearea used at group level 2.
(typearea)                Using \typearea inside any group, e.g.
(typearea)                environments, math mode, boxes, etc. may result in
(typearea)                many type setting problems.
(typearea)                You should move the command \typearea
(typearea)                outside all groups on input line 2767.


Package typearea Warning: Bad type area settings!
(typearea)                The detected line width is about 76%
(typearea)                larger than the heuristically detected line width.
(typearea)                You should e.g. decrease DIV, increase fontsize
(typearea)                or change papersize.

Package typearea Info: These are the values describing the layout:
(typearea)             DIV  = 90
(typearea)             BCOR = 0.0pt
(typearea)             \paperwidth      = 597.50793pt
(typearea)              \textwidth      = 577.591pt
(typearea)              DIV departure   = -76%
(typearea)              \evensidemargin = -58.99203pt
(typearea)              \oddsidemargin  = -65.63101pt
(typearea)             \paperheight     = 845.04694pt
(typearea)              \textheight     = 818.99794pt
(typearea)              \topmargin      = -92.58049pt
(typearea)              \headheight     = 13.49995pt
(typearea)              \headsep        = 16.19995pt
(typearea)              \topskip        = 9.0pt
(typearea)              \footskip       = 37.7999pt
(typearea)              \baselineskip   = 10.79997pt
(typearea)              on input line 2767.

Package typearea Warning: Typearea changed!
(typearea)                You should do this only at preamble, because only
(typearea)                \begin{document} calculates output dimensions!
(typearea)                Trying to calculate new output dimensions, but
(typearea)                this is only a dirty hack on input line 2767.

[120


]
Chapter 13.
[121] [122]
Underfull \hbox (badness 7433) in paragraph at lines 3117--3118
[]\T1/lmr/m/n/4.5 "Massive Mul-ti-au-thor Col-lab-o-ra-tion Site" (or
 []


Underfull \hbox (badness 10000) in paragraph at lines 3119--3120
[]\T1/lmr/m/n/4.5 "CC-BY-SA" means the Cre-ative Com-mons
 []

[123]
Package atveryend Info: Empty hook `BeforeClearDocument' on input line 3221.
Package atveryend Info: Empty hook `AfterLastShipout' on input line 3221.
 (./main.aux)
Package atveryend Info: Executing hook `AtVeryEndDocument' on input line 3221.
Package atveryend Info: Executing hook `AtEndAfterFileList' on input line 3221.

Package rerunfilecheck Info: File `main.out' has not changed.
(rerunfilecheck)             Checksum: 43E71AB06AB244CCB471E490BB9DBC2A;20170.
Package atveryend Info: Empty hook `AtVeryVeryEnd' on input line 3221.
 ) 
Here is how much of TeX's memory you used:
 20521 strings out of 493485
 295555 string characters out of 3143525
 575693 words of memory out of 3000000
 22601 multiletter control sequences out of 15000+200000
 160212 words of font info for 244 fonts, out of 3000000 for 9000
 990 hyphenation exceptions out of 8191
 48i,12n,47p,2523b,1442s stack positions out of 5000i,500n,10000p,200000b,50000s
pdfTeX warning (dest): name{Hfootnote.115} has been referenced but does not e
xist, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.113} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.112} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.111} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.110} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.109} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.108} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.107} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.106} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.105} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.104} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.103} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.102} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.101} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.100} has been referenced but does not exi
st, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.99} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.98} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.97} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.96} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.95} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.94} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.93} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.92} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.91} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.90} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.89} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.88} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.87} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.86} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.85} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.84} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.83} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.82} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.81} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.80} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.79} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.78} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.77} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.76} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.75} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.74} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.73} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.72} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.71} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.70} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.69} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.68} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.67} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.66} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.65} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.64} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.63} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.62} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.61} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.60} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.59} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.58} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.57} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.56} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.55} has been referenced but does not exis
t, replaced by a fixed one

pdfTeX warning (dest): name{Hfootnote.54} has been referenced but does not exis
t, replaced by a fixed one

{/usr/share/texmf/fonts/enc/dvips/lm/lm-ts1.enc}{/usr/share/texmf/fonts/enc/dvi
ps/lm/lm-ec.enc} </home/dirk/.texmf-var/fonts/pk/modeless/megafont/megafont00.6
57pk></usr/share/texmf/fonts/type1/public/lm/lmbx10.pfb></usr/share/texmf/fonts
/type1/public/lm/lmbx12.pfb></usr/share/texmf/fonts/type1/public/lm/lmbxi10.pfb
></usr/share/texmf/fonts/type1/public/lm/lmr10.pfb></usr/share/texmf/fonts/type
1/public/lm/lmr12.pfb></usr/share/texmf/fonts/type1/public/lm/lmr5.pfb></usr/sh
are/texmf/fonts/type1/public/lm/lmr7.pfb></usr/share/texmf/fonts/type1/public/l
m/lmr8.pfb></usr/share/texmf/fonts/type1/public/lm/lmr9.pfb></usr/share/texmf/f
onts/type1/public/lm/lmri10.pfb></usr/share/texmf/fonts/type1/public/lm/lmri8.p
fb></usr/share/texmf/fonts/type1/public/lm/lmri9.pfb></usr/share/texmf/fonts/ty
pe1/public/lm/lmtt10.pfb></usr/share/texmf/fonts/type1/public/lm/lmtt9.pfb>
Output written on main.pdf (127 pages, 805054 bytes).
PDF statistics:
 1689 PDF objects out of 1728 (max. 8388607)
 1523 compressed objects within 16 object streams
 441 named destinations out of 1000 (max. 500000)
 48369 words of extra memory for PDF output out of 51595 (max. 10000000)








main/etoolbox.sty

% $Id: etoolbox.sty,v 2.1 2011/01/03 19:14:10 lehman stable $

% Copyright (c) 2007-2011 Philipp Lehman.
%
% Permission is granted to copy, distribute and/or modify this
% software under the terms of the LaTeX Project Public License
% (LPPL), version 1.3.
%
% The LPPL maintenance status of this software is
% 'author-maintained'.
%
% This software is provided 'as is', without warranty of any kind,
% either expressed or implied, including, but not limited to, the
% implied warranties of merchantability and fitness for a
% particular purpose.

\def\etb@rcsid$#1: #2 #3 #4 #5${#4 v#3}

\NeedsTeXFormat{LaTeX2e}
\ProvidesPackage{etoolbox}
[\etb@rcsid $Id: etoolbox.sty,v 2.1 2011/01/03 19:14:10 lehman stable $
 e-TeX tools for LaTeX]

\begingroup
\@ifundefined{eTeXversion}
  {\PackageError{etoolbox}
     {Not running under e-TeX}
     {This package requires e-TeX. Try compiling the document
      with\MessageBreak 'elatex' instead of 'latex'. When using
      pdfTeX, try 'pdfelatex'\MessageBreak instead of 'pdflatex'.
      This is a fatal error. I'm aborting now.}%
   \aftergroup\endinput}
  {}
\endgroup

\RequirePackage{etex}

\def\etb@catcodes{\do\&\do\|\do\:\do\-\do\=\do\<\do\>}
\def\do#1{\catcode\number`#1=\the\catcode`#1\relax}
\edef\etb@catcodes{\etb@catcodes}
\let\do\noexpand
\AtEndOfPackage{\etb@catcodes\undef\etb@catcodes}

\catcode`\&=3
\catcode`\|=3
\@makeother\:
\@makeother\-
\@makeother\=
\@makeother\<
\@makeother\>

\protected\def\etb@error{\PackageError{etoolbox}}
\protected\def\etb@warning{\PackageWarning{etoolbox}}
\protected\def\etb@info{\PackageInfo{etoolbox}}
\newcount\etb@tempcnta

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newcommand*{\newrobustcmd}{}
\protected\def\newrobustcmd{\@star@or@long\etb@new@command}

\def\etb@new@command#1{\@testopt{\etb@newcommand#1}0}

\def\etb@newcommand#1[#2]{%
  \@ifnextchar[%]
    {\etb@xargdef#1[#2]}
    {\ifx\l@ngrel@x\relax
       \let\l@ngrel@x\protected
     \else
       \protected\def\l@ngrel@x{\protected\long}%
     \fi
     \@argdef#1[#2]}}

\long\def\etb@xargdef#1[#2][#3]#4{%
  \@ifdefinable#1{%
    \expandafter\protected
    \expandafter\def
    \expandafter#1%
    \expandafter{%
      \expandafter\@testopt
      \csname\string#1\endcsname{#3}}%
    \expandafter\@yargdef\csname\string#1\endcsname\tw@{#2}{#4}}}

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newrobustcmd*{\renewrobustcmd}{\@star@or@long\etb@renew@command}

\def\etb@renew@command#1{%
  \ifundef{#1}
     {\etb@error{\string#1 undefined}\@ehc}
     {}%
  \let\@ifdefinable\@rc@ifdefinable
  \etb@new@command#1}

% {<cstoken>}[<arguments>][<optarg default>]{<definition>}

\newrobustcmd*{\providerobustcmd}{\@star@or@long\etb@provide@command}

\def\etb@provide@command#1{%
  \ifundef{#1}
    {\def\reserved@a{\etb@new@command#1}}
    {\def\reserved@a{\etb@renew@command\reserved@a}}%
  \reserved@a}

% {<csname>}

\newrobustcmd*{\csshow}[1]{%
  \begingroup\expandafter\endgroup
  \expandafter\show\csname#1\endcsname}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdef}[1]{%
  \ifdefined#1%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifundef}[1]{%
  \ifdefined#1%
    \ifx#1\relax
      \expandafter\expandafter
      \expandafter\@firstoftwo
    \else
      \expandafter\expandafter
      \expandafter\@secondoftwo
    \fi
  \else
    \expandafter\@firstoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsdef}[1]{%
  \ifcsname#1\endcsname
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsundef}[1]{%
  \ifcsname#1\endcsname
    \expandafter\ifx\csname#1\endcsname\relax
      \expandafter\expandafter
      \expandafter\@firstoftwo
    \else
      \expandafter\expandafter
      \expandafter\@secondoftwo
    \fi
  \else
    \expandafter\@firstoftwo
  \fi}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefmacro}{}
\long\edef\ifdefmacro#1{%
  \noexpand\expandafter\noexpand\etb@ifdefmacro
  \noexpand\meaning#1\detokenize{macro}:&}
\edef\etb@ifdefmacro{%
  \def\noexpand\etb@ifdefmacro##1\detokenize{macro}:##2&}
\etb@ifdefmacro{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsmacro}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefmacro\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefprefix}[1]{%
  \ifdefmacro{#1}
    {\etb@ifdefprefix{#1}}
    {\@secondoftwo}}
\long\edef\etb@ifdefprefix#1{%
  \noexpand\expandafter\noexpand\etb@ifdefprefix@i
  \noexpand\meaning#1\detokenize{macro}:&}
\edef\etb@ifdefprefix@i{%
  \def\noexpand\etb@ifdefprefix@i##1\detokenize{macro}:##2&}
\etb@ifdefprefix@i{\notblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsprefix}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefprefix\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefparam}{}
\long\edef\ifdefparam#1{%
  \noexpand\expandafter\noexpand\etb@ifdefparam
  \noexpand\meaning#1\detokenize{macro}:->&}
\edef\etb@ifdefparam{%
  \def\noexpand\etb@ifdefparam##1\detokenize{macro}:##2->##3&}
\etb@ifdefparam{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsparam}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefparam\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefprotected}{}
\long\edef\ifdefprotected#1{%
  \noexpand\expandafter\noexpand\etb@ifdefprotected
  \noexpand\meaning#1\string\protected&}
\edef\etb@ifdefprotected{%
  \def\noexpand\etb@ifdefprotected##1\string\protected##2&}
\etb@ifdefprotected{\notblank{#2}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsprotected}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefprotected\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newrobustcmd{\ifdefltxprotect}[1]{%
  \begingroup
  \edef\etb@resrvda{%
    \noexpand\protect\expandafter\noexpand
    \csname\expandafter\@gobble\string#1 \endcsname}%
  \expandafter\endgroup\ifx#1\etb@resrvda
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<csname>}{<true>}{<false>}

\newrobustcmd*{\ifcsltxprotect}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefltxprotect\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdefempty}[1]{%
  \ifundef{#1}
    {\@secondoftwo}
    {\ifdefmacro{#1}
       {\ifdefparam{#1}
	  {\@secondoftwo}
	  {\etb@ifdefempty{#1}}}
       {\@secondoftwo}}}

\def\etb@ifdefempty#1{%
  \expandafter\expandafter
  \expandafter\ifblank
  \expandafter\expandafter
  \expandafter{%
  \expandafter\strip@prefix\meaning#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsempty}[1]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\expandafter\ifdefparam\csname#1\endcsname
       {\@secondoftwo}
       {\expandafter\etb@ifdefempty\csname#1\endcsname}}}

% {<cstoken>}{<true>}{<false>}

\newcommand{\ifdefvoid}[1]{%
  \ifundef{#1}
    {\@firstoftwo}
    {\ifdefmacro{#1}
       {\ifdefparam{#1}
	  {\@secondoftwo}
	  {\etb@ifdefempty{#1}}}
       {\@secondoftwo}}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsvoid}[1]{%
  \ifcsundef{#1}
    {\@firstoftwo}
    {\expandafter\ifdefparam\csname#1\endcsname
       {\@secondoftwo}
       {\expandafter\etb@ifdefempty\csname#1\endcsname}}}

% {<cstoken1>}{<cstoken2>}{<true>}{<false>}

\newcommand{\ifdefequal}[2]{%
  \ifundef{#1}
    {\@secondoftwo}
    {\ifundef{#2}
       {\@secondoftwo}
       {\ifx#1#2%
          \expandafter\@firstoftwo
        \else
          \expandafter\@secondoftwo
        \fi}}}

% {<csname1>}{<csname2>}{<true>}{<false>}

\newcommand*{\ifcsequal}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\ifcsundef{#2}
       {\@secondoftwo}
       {\expandafter\ifx
        \csname#1\expandafter\endcsname
        \csname#2\endcsname
          \expandafter\@firstoftwo
        \else
          \expandafter\@secondoftwo
        \fi}}}

% {<cstoken1>}{<cstoken2>}{<true>}{<false>}

\newrobustcmd{\ifdefstrequal}[2]{%
  \ifdefmacro{#1}
    {\ifdefmacro{#2}
       {\begingroup
	\edef\etb@tempa{\expandafter\strip@prefix\meaning#1}%
	\edef\etb@tempb{\expandafter\strip@prefix\meaning#2}%
	\ifx\etb@tempa\etb@tempb
	  \aftergroup\@firstoftwo
	\else
	  \aftergroup\@secondoftwo
	\fi
	\endgroup}
       {\@secondoftwo}}
    {\@secondoftwo}}

% {<csname1>}{<csname2>}{<true>}{<false>}

\newcommand*{\ifcsstrequal}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\ifcsundef{#2}
       {\@secondoftwo}
       {\expandafter\ifdefstrequal
        \csname#1\expandafter\endcsname
	\csname#2\endcsname}}}

% {<cstoken>}{<string>}{<true>}{<false>}

\newrobustcmd{\ifdefstring}[2]{%
  \ifdefmacro{#1}
    {\begingroup
     \edef\etb@tempa{\expandafter\strip@prefix\meaning#1}%
     \edef\etb@tempb{\detokenize{#2}}%
     \ifx\etb@tempa\etb@tempb
       \aftergroup\@firstoftwo
     \else
       \aftergroup\@secondoftwo
     \fi
     \endgroup}
    {\@secondoftwo}}

% {<csname>}{<string>}{<true>}{<false>}

\newrobustcmd{\ifcsstring}[2]{%
  \ifcsundef{#1}
    {\@secondoftwo}
    {\expandafter\ifdefstring\csname#1\endcsname{#2}}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefcounter}[1]{\etb@ifcounter#1&}
\long\def\etb@ifcounter#1#2&{%
  \ifx\count#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@ifcounter@i\meaning#1:%
  \fi}
\edef\etb@ifcounter@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@ifcounter@ii#1\string\count&}
\edef\etb@ifcounter@ii{%
  \def\noexpand\etb@ifcounter@ii##1\string\count##2&}
\etb@ifcounter@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcscounter}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefcounter\csname#1\endcsname}
    {\@secondoftwo}}

% {<name>}{<true>}{<false>}

\newcommand*{\ifltxcounter}[1]{%
  \ifcsdef{c@#1}
    {\expandafter\ifdefcounter\csname c@#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdeflength}[1]{\etb@iflength#1&}
\long\def\etb@iflength#1#2&{%
  \ifx\skip#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@iflength@i\meaning#1:%
  \fi}
\edef\etb@iflength@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@iflength@ii#1\string\skip&}
\edef\etb@iflength@ii{%
  \def\noexpand\etb@iflength@ii##1\string\skip##2&}
\etb@iflength@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcslength}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdeflength\csname#1\endcsname}
    {\@secondoftwo}}

% {<cstoken>}{<true}{<false>}

\newcommand{\ifdefdimen}[1]{\etb@ifdimen#1&}
\long\def\etb@ifdimen#1#2&{%
  \ifx\dimen#1%
    \expandafter\@secondoftwo
  \else
    \expandafter\etb@ifdimen@i\meaning#1:%
  \fi}
\edef\etb@ifdimen@i#1:#2\fi{\noexpand\fi
  \noexpand\etb@ifdimen@ii#1\string\dimen&}
\edef\etb@ifdimen@ii{%
  \def\noexpand\etb@ifdimen@ii##1\string\dimen##2&}
\etb@ifdimen@ii{\ifblank{#1}}

% {<csname>}{<true>}{<false>}

\newcommand*{\ifcsdimen}[1]{%
  \ifcsdef{#1}
    {\expandafter\ifdefdimen\csname#1\endcsname}
    {\@secondoftwo}}

% {<string1>}{<string2>}{<true>}{<false>}

\newrobustcmd{\ifstrequal}[2]{%
  \begingroup
  \edef\etb@tempa{\detokenize{#1}}%
  \edef\etb@tempb{\detokenize{#2}}%
  \ifx\etb@tempa\etb@tempb
    \aftergroup\@firstoftwo
  \else
    \aftergroup\@secondoftwo
  \fi
  \endgroup}

% {<string>}{<true>}{<false>}

\newcommand{\ifstrempty}[1]{%
  \expandafter\ifx\expandafter&\detokenize{#1}&%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<string>}{<true>}{<false>}

\newcommand{\ifblank}[1]{% from url.sty
  \etb@ifblank@i#1&&\@secondoftwo\@firstoftwo:}
\long\def\etb@ifblank@i#1#2&#3#4#5:{#4}

\newcommand{\notblank}[1]{%
  \etb@ifblank@i#1&&\@firstoftwo\@secondoftwo:}

% {<numexpr>}{<comp>}{<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumcomp}[3]{%
  \ifnum\numexpr#1\relax#2\numexpr#3\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<numexpr>}{<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumequal}[1]{%
  \ifnumcomp{#1}=}

\newcommand*{\ifnumgreater}[1]{%
  \ifnumcomp{#1}>}

\newcommand*{\ifnumless}[1]{%
  \ifnumcomp{#1}<}

% {<numexpr>}{<true>}{<false>}

\newcommand*{\ifnumodd}[1]{%
  \ifodd\numexpr#1\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<dimexpr>}{<comp>}{<dimexpr>}{<true>}{<false>}

\newcommand*{\ifdimcomp}[3]{%
  \ifdim\dimexpr#1\relax#2\dimexpr#3\relax
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<dimexpr>}{<dimexpr>}{<true>}{<false>}

\newcommand*{\ifdimequal}[1]{%
  \ifdimcomp{#1}=}

\newcommand*{\ifdimgreater}[1]{%
  \ifdimcomp{#1}>}

\newcommand*{\ifdimless}[1]{%
  \ifdimcomp{#1}<}

% {<expr>}{<true>}{<false>}

\newcommand{\ifboolexpe}[1]{%
  \etb@be@beg\etb@be@bgroup#1(&\etb@be@end}

\let\etb@be@true\@empty
\def\etb@be@false{-\@ne}

\def\etb@be@beg{%
  \ifnum\numexpr\z@\ifnum\numexpr\z@}

\def\etb@be@end{%
  <\z@
    \expandafter\etb@be@false
  \fi
  <\z@
    \expandafter\@secondoftwo
  \else
    \expandafter\@firstoftwo
  \fi}

\long\def\etb@be@bgroup#1(#2&{%
  \etb@be@egroup#1)&%
  \ifblank{#2}
    {}
    {\etb@be@beg
     \etb@be@bgroup#2&}}

\long\def\etb@be@egroup#1)#2&{%
  \etb@be@and#1and&%
  \ifblank{#2}
    {}
    {\etb@be@end\etb@be@true\etb@be@false
     \etb@be@egroup#2&}}

\long\def\etb@be@and#1and#2&{%
  \etb@be@or#1or&%
  \ifblank{#2}
    {}
    {<\z@
       \expandafter\@firstofone
     \else
       \expandafter\@gobble
     \fi
     {=\z@\fi\ifnum\numexpr\m@ne}%
     \ifnum\numexpr\z@
     \etb@be@and#2&}}

\long\def\etb@be@or#1or#2&{%
  \etb@be@not#1not&%
  \ifblank{#2}
    {}
    {<\z@
       \expandafter\@secondoftwo
     \else
       \expandafter\@firstoftwo
     \fi
     {=\z@\fi\ifnum\numexpr\z@
      \ifnum\numexpr\@ne}
     {=\z@\fi\ifnum\numexpr\z@
      \ifnum\numexpr\z@}%
     \etb@be@or#2&}}

\long\def\etb@be@not#1not#2&{%
  \etb@be@togl#1togl&%
  \ifblank{#2}
    {}
    {>\z@
       \expandafter\@firstoftwo
     \else
       \expandafter\@secondoftwo
     \fi
     {\unless\ifnum\numexpr\m@ne}
     {\unless\ifnum\numexpr\z@}%
     \etb@be@not#2&}}

\long\def\etb@be@togl#1togl#2&{%
  \etb@be@bool#1bool&%
  \ifblank{#2}
    {}
    {\etb@be@togl@i#2&}}

\long\def\etb@be@togl@i#1#2&{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\etb@be@true\etb@be@false}
    {\etb@be@err{Toggle '#1' undefined}{}}%
  \etb@be@togl#2&}

\long\def\etb@be@bool#1bool#2&{%
  \etb@be@test#1test&%
  \ifblank{#2}
    {}
    {\etb@be@bool@i#2&}}

\long\def\etb@be@bool@i#1#2&{%
  \ifcsundef{if#1}
    {\etb@be@err{Boolean '#1' undefined}{}}
    {\csname if#1\endcsname
     \else
       \etb@be@false
     \fi}%
  \etb@be@bool#2&}

\long\def\etb@be@test#1test#2&{%
  \ifblank{#1}
    {}
    {\etb@be@err{The invalid part is: '\detokenize{#1}'}{}}%
  \ifblank{#2}
    {}
    {\etb@be@test@i#2&}}

\long\def\etb@be@test@i#1#2&{%
  #1\etb@be@true\etb@be@false
  \etb@be@test#2&}

\long\def\etb@be@err#1#2{%
  \expandafter\ifnum\the\numexpr
    \expandafter\ifnum\the\currentiftype=-3
      \expandafter\thr@@
    \else
      \expandafter\currentiftype
    \fi
  =\thr@@
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi
  {=\z@\fi
   \etb@be@err{#1}{#2\ifnum\numexpr\m@ne}}
  {\etb@err@expr{#1}#2}}

% {<expr>}{<true>}{<false>}

\newrobustcmd{\ifboolexpr}[1]{\etb@boolexpr{#1}}

\long\def\etb@boolexpr#1{%
  \begingroup
  \let\etb@br@neg\@firstoftwo
  \etb@tempcnta\z@
  \etb@br@beg
  \etb@br@bgroup#1(&%
  \etb@br@end
  \etb@br@eval}

\def\etb@br@beg{%
  \begingroup
  \let\etb@br@neg\@firstoftwo
  \etb@tempcnta\z@}

\def\etb@br@end{%
  \etb@br@eval\etb@br@true\etb@br@false}

\def\etb@br@eval{%
  \ifnum\etb@tempcnta<\z@
    \aftergroup\@secondoftwo
  \else
    \aftergroup\@firstoftwo
  \fi
  \endgroup}

\def\etb@br@true{%
  \advance\etb@tempcnta\etb@br@neg\z@\m@ne
  \let\etb@br@neg\@firstoftwo}

\def\etb@br@false{%
  \advance\etb@tempcnta\etb@br@neg\m@ne\z@
  \let\etb@br@neg\@firstoftwo}

\long\def\etb@br@bgroup#1(#2&{%
  \etb@br@egroup#1)&%
  \ifblank{#2}
    {}
    {\etb@br@beg
     \etb@br@bgroup#2&}}

\long\def\etb@br@egroup#1)#2&{%
  \etb@br@and#1and&%
  \ifblank{#2}
    {}
    {\etb@br@end
     \etb@br@egroup#2&}}

\long\def\etb@br@and#1and#2&{%
  \etb@br@or#1or&%
  \ifblank{#2}
    {}
    {\ifnum\etb@tempcnta<\z@
       \etb@tempcnta\m@ne
     \else
       \etb@tempcnta\z@
     \fi
     \etb@br@and#2&}}

\long\def\etb@br@or#1or#2&{%
  \etb@br@not#1not&%
  \ifblank{#2}
    {}
    {\ifnum\etb@tempcnta<\z@
       \etb@tempcnta\z@
     \else
       \etb@tempcnta\@ne
     \fi
     \etb@br@or#2&}}

\long\def\etb@br@not#1not#2&{%
  \etb@br@togl#1togl&%
  \ifblank{#2}
    {}
    {\let\etb@br@neg\@secondoftwo
     \etb@br@not#2&}}

\long\def\etb@br@togl#1togl#2&{%
  \etb@br@bool#1bool&%
  \ifblank{#2}
    {}
    {\etb@br@togl@i#2&}}

\long\def\etb@br@togl@i#1#2&{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\etb@br@true\etb@br@false}
    {\etb@err@expr{Toggle '#1' undefined}\etb@br@false}%
  \etb@br@togl#2&}

\long\def\etb@br@bool#1bool#2&{%
  \etb@br@test#1test&%
  \ifblank{#2}
    {}
    {\etb@br@bool@i#2&}}

\long\def\etb@br@bool@i#1#2&{%
  \ifcsundef{if#1}
    {\etb@err@expr{Boolean '#1' undefined}\etb@br@false}
    {\csname if#1\endcsname
       \etb@br@true
     \else
       \etb@br@false
     \fi}%
  \etb@br@bool#2&}

\long\def\etb@br@test#1test#2&{%
  \ifblank{#1}
    {}
    {\etb@err@expr{The invalid part is: '\detokenize{#1}'}}%
  \ifblank{#2}
    {}
    {\etb@br@test@i#2&}}

\long\def\etb@br@test@i#1#2&{%
  \ignorespaces#1\etb@br@true\etb@br@false
  \etb@br@test#2&}

\long\def\etb@err@expr#1{%
  \etb@error
    {Invalid boolean expression}
    {#1.}}

% {<expr>}{<code>}

\newrobustcmd{\whileboolexpr}[2]{%
  \etb@boolexpr{#1}{#2\whileboolexpr{#1}{#2}}{}}

% {<expr>}{<code>}

\newrobustcmd{\unlessboolexpr}[2]{%
  \etb@boolexpr{#1}{}{#2\unlessboolexpr{#1}{#2}}}

% {<cstoken>}

\newcommand{\expandonce}[1]{%
  \unexpanded\expandafter{#1}}

% {<csname>}

\newcommand*{\csexpandonce}[1]{%
  \expandafter\expandonce\csname#1\endcsname}

% {<code>}

\newcommand*{\protecting}{}
\def\protecting#{%
  \ifx\protect\@typeset@protect
    \etb@protecting\@firstofone
  \fi
  \ifx\protect\@unexpandable@protect
    \etb@protecting\etb@unexpandable
  \fi
  \ifx\protect\noexpand
    \etb@protecting\unexpanded
  \fi
  \ifx\protect\string
    \etb@protecting\detokenize
  \fi
  \relax\@firstofone}

\def\etb@protecting#1#2\relax\@firstofone{\fi#1}
\long\def\etb@unexpandable#1{\unexpanded{\protecting{#1}}}

% {<csname>}

\newrobustcmd*{\csdef}[1]{\expandafter\def\csname#1\endcsname}
\newrobustcmd*{\csedef}[1]{\expandafter\edef\csname#1\endcsname}
\newrobustcmd*{\csgdef}[1]{\expandafter\gdef\csname#1\endcsname}
\newrobustcmd*{\csxdef}[1]{\expandafter\xdef\csname#1\endcsname}
\newrobustcmd*{\protected@csedef}{\etb@protected\csedef}
\newrobustcmd*{\protected@csxdef}{\etb@protected\csxdef}

\def\etb@protected{%
  \let\@@protect\protect
  \let\protect\@unexpandable@protect
  \afterassignment\restore@protect}

% {<csname>}{<cstoken>}

\newrobustcmd{\cslet}[2]{%
  \expandafter\let\csname#1\endcsname#2}

% {<cstoken>}{<csname>}

\newrobustcmd{\letcs}[2]{%
  \ifcsdef{#2}
    {\expandafter\let\expandafter#1\csname#2\endcsname}
    {\undef#1}}

% {<csname>}{<csname>}

\newrobustcmd*{\csletcs}[2]{%
  \ifcsdef{#2}
    {\expandafter\let
     \csname#1\expandafter\endcsname
     \csname#2\endcsname}
    {\csundef{#1}}}

% {<csname>}

\newcommand*{\csuse}[1]{%
  \ifcsname#1\endcsname
    \csname#1\expandafter\endcsname
  \fi}

% {<cstoken>}

\newrobustcmd{\undef}[1]{\let#1\etb@undefined}

% {<csname>}

\newrobustcmd*{\csundef}[1]{\cslet{#1}\etb@undefined}

% {<cstoken>}{<code>}

\newrobustcmd{\appto}[2]{%
  \ifundef{#1}
    {\edef#1{\unexpanded{#2}}}
    {\edef#1{\expandonce#1\unexpanded{#2}}}}
\newrobustcmd{\eappto}[2]{%
  \ifundef{#1}
    {\edef#1{#2}}
    {\edef#1{\expandonce#1#2}}}
\newrobustcmd{\gappto}[2]{%
  \ifundef{#1}
    {\xdef#1{\unexpanded{#2}}}
    {\xdef#1{\expandonce#1\unexpanded{#2}}}}
\newrobustcmd{\xappto}[2]{%
  \ifundef{#1}
    {\xdef#1{#2}}
    {\xdef#1{\expandonce#1#2}}}

\newrobustcmd*{\protected@eappto}{\etb@protected\eappto}
\newrobustcmd*{\protected@xappto}{\etb@protected\xappto}

% {<cstoken>}{<code>}

\newrobustcmd{\preto}[2]{%
  \ifundef{#1}
    {\edef#1{\unexpanded{#2}}}
    {\edef#1{\unexpanded{#2}\expandonce#1}}}
\newrobustcmd{\epreto}[2]{%
  \ifundef{#1}
    {\edef#1{#2}}
    {\edef#1{#2\expandonce#1}}}
\newrobustcmd{\gpreto}[2]{%
  \ifundef{#1}
    {\xdef#1{\unexpanded{#2}}}
    {\xdef#1{\unexpanded{#2}\expandonce#1}}}
\newrobustcmd{\xpreto}[2]{%
  \ifundef{#1}
    {\xdef#1{#2}}
    {\xdef#1{#2\expandonce#1}}}

\newrobustcmd*{\protected@epreto}{\etb@protected\epreto}
\newrobustcmd*{\protected@xpreto}{\etb@protected\xpreto}

% {<csname>}{<code>}

\newrobustcmd*{\csappto}[1]{\expandafter\appto\csname#1\endcsname}
\newrobustcmd*{\cseappto}[1]{\expandafter\eappto\csname#1\endcsname}
\newrobustcmd*{\csgappto}[1]{\expandafter\gappto\csname#1\endcsname}
\newrobustcmd*{\csxappto}[1]{\expandafter\xappto\csname#1\endcsname}
\newrobustcmd*{\protected@cseappto}{\etb@protected\cseappto}
\newrobustcmd*{\protected@csxappto}{\etb@protected\csxappto}

% {<csname>}{<code>}

\newrobustcmd*{\cspreto}[1]{\expandafter\preto\csname#1\endcsname}
\newrobustcmd*{\csepreto}[1]{\expandafter\epreto\csname#1\endcsname}
\newrobustcmd*{\csgpreto}[1]{\expandafter\gpreto\csname#1\endcsname}
\newrobustcmd*{\csxpreto}[1]{\expandafter\xpreto\csname#1\endcsname}
\newrobustcmd*{\protected@csepreto}{\etb@protected\csepreto}
\newrobustcmd*{\protected@csxpreto}{\etb@protected\csxpreto}

% {<cstoken>}{<numexpr>}

\newrobustcmd*{\numdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \edef#1{\the\numexpr#2}}
\newrobustcmd*{\numgdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\numexpr#2}}

% {<csname>}{<numexpr>}

\newrobustcmd*{\csnumdef}[1]{%
  \expandafter\numdef\csname#1\endcsname}
\newrobustcmd*{\csnumgdef}[1]{%
  \expandafter\numgdef\csname#1\endcsname}

% {<cstoken>}{<dimexpr>}

\newrobustcmd*{\dimdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \edef#1{\the\dimexpr#2}}
\newrobustcmd*{\dimgdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\dimexpr#2}}

% {<csname>}{<dimexpr>}

\newrobustcmd*{\csdimdef}[1]{%
  \expandafter\dimdef\csname#1\endcsname}
\newrobustcmd*{\csdimgdef}[1]{%
  \expandafter\dimgdef\csname#1\endcsname}

% {<cstoken>}{<glueexpr>}

\newrobustcmd*{\gluedef}[2]{%
  \ifundef#1{\let#1\z@skip}{}%
  \edef#1{\the\glueexpr#2}}
\newrobustcmd*{\gluegdef}[2]{%
  \ifundef#1{\let#1\z@skip}{}%
  \xdef#1{\the\glueexpr#2}}

% {<csname>}{<glueexpr>}

\newrobustcmd*{\csgluedef}[1]{%
  \expandafter\gluedef\csname#1\endcsname}
\newrobustcmd*{\csgluegdef}[1]{%
  \expandafter\gluegdef\csname#1\endcsname}

% {<cstoken>}{<muexpr>}

\newrobustcmd*{\mudef}[2]{%
  \ifundef#1{\def#1{0mu}}{}%
  \edef#1{\the\muexpr#2}}
\newrobustcmd*{\mugdef}[2]{%
  \ifundef#1{\let#1\z@}{}%
  \xdef#1{\the\muexpr#2}}

% {<csname>}{<muexpr>}

\newrobustcmd*{\csmudef}[1]{%
  \expandafter\mudef\csname#1\endcsname}
\newrobustcmd*{\csmugdef}[1]{%
  \expandafter\mugdef\csname#1\endcsname}

% {<counter>}{<numexpr>}

\newrobustcmd*{\defcounter}[2]{%
  \ifcsundef{c@#1}
    {\etb@noglobal\@nocounterr{#1}}%
    {\csname c@#1\endcsname\numexpr#2\relax}}

% {<length>}{<glueexpr>}

\newrobustcmd*{\deflength}[2]{%
  \ifundef{#1}
    {\etb@noglobal\etb@err@nolen{#1}}%
    {#1\glueexpr#2\relax}}

\protected\def\etb@err@nolen#1{%
  \etb@error{Length '\string#1' undefined}\@eha}

% {<name>}

\newrobustcmd*{\newbool}[1]{%
  \expandafter\@ifdefinable\csname if#1\endcsname{%
    \expandafter\newif\csname if#1\endcsname}}

% {<name>}

\newrobustcmd*{\providebool}[1]{%
  \ifcsundef{if#1}
    {\expandafter\newif\csname if#1\endcsname}
    {\begingroup
     \edef\@tempa{\expandafter\meaning\csname if#1\endcsname}%
     \ifx\@tempa\etb@isfalse
     \else
       \ifx\@tempa\etb@istrue
       \else
         \etb@error{\@backslashchar if#1 not a boolean}\@eha
       \fi
     \fi
     \endgroup}}

% {<name>}{<true>|<false>}

\newrobustcmd*{\setbool}[2]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\ifcsundef{#1#2}
       {\etb@noglobal\etb@err@boolval{#2}}
       {\csname#1#2\endcsname}}}

% {<name>}

\newrobustcmd*{\booltrue}[1]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\csname#1true\endcsname}}

% {<name>}

\newrobustcmd*{\boolfalse}[1]{%
  \ifcsundef{if#1}
    {\etb@noglobal\etb@err@nobool{#1}}
    {\csname#1false\endcsname}}

\edef\etb@istrue{\meaning\iftrue}
\edef\etb@isfalse{\meaning\iffalse}
\protected\def\etb@noglobal{\let\relax\relax}

% {<name>}{<true}{<false>}

\newcommand*{\ifbool}[1]{%
  \ifcsundef{if#1}
    {\etb@err@nobool{#1}\@gobbletwo}
    {\csname if#1\endcsname
       \expandafter\@firstoftwo
     \else
       \expandafter\@secondoftwo
     \fi}}

% {<name>}{<not true}{<not false>}

\newcommand*{\notbool}[1]{%
  \ifcsundef{if#1}
    {\etb@err@nobool{#1}\@gobbletwo}
    {\csname if#1\endcsname
       \expandafter\@secondoftwo
     \else
       \expandafter\@firstoftwo
     \fi}}

\protected\def\etb@err@nobool#1{%
  \etb@error{Boolean '\@backslashchar if#1' undefined}\@eha}

\def\etb@err@boolval#1{%
  \etb@error
    {Invalid boolean value '#1'}
    {Valid boolean values are 'true' and 'false'.}}

% {<name>}

\newrobustcmd*{\newtoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\etb@error{Toggle '#1' already defined}\@eha}
    {\cslet{etb@tgl@#1}\@secondoftwo}}

% {<name>}

\newrobustcmd*{\providetoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {}
    {\cslet{etb@tgl@#1}\@secondoftwo}}

% {<name>}{<true>|<false>}

\newrobustcmd*{\settoggle}[2]{%
  \ifcsdef{etb@tgl@#1}
    {\ifcsdef{etb@toggle#2}
       {\csletcs{etb@tgl@#1}{etb@toggle#2}}
       {\etb@noglobal\etb@err@boolval{#2}}}
    {\etb@noglobal\etb@err@notoggle{#1}}}

% {<name>}

\newrobustcmd*{\toggletrue}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\cslet{etb@tgl@#1}\etb@toggletrue}
    {\etb@noglobal\etb@err@notoggle{#1}}}

% {<name>}

\newrobustcmd*{\togglefalse}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\cslet{etb@tgl@#1}\etb@togglefalse}
    {\etb@noglobal\etb@err@notoggle{#1}}}

\let\etb@toggletrue\@firstoftwo
\let\etb@togglefalse\@secondoftwo

% {<name>}{<true}{<false>}

\newcommand*{\iftoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname}
    {\etb@err@notoggle{#1}\@gobbletwo}}

% {<name>}{<not true}{<not false>}

\newcommand*{\nottoggle}[1]{%
  \ifcsdef{etb@tgl@#1}
    {\csname etb@tgl@#1\endcsname\@secondoftwo\@firstoftwo}
    {\etb@err@notoggle{#1}\@gobbletwo}}

\protected\def\etb@err@notoggle#1{%
  \etb@error{Toggle '#1' undefined}\@eha}

% {<cstoken>}{<true}{<false>}

\protected\def\etb@ifscanable#1{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{macro}:####2->####3&{%
      ####1\def\string\etb@resrvda####2{####3}}%
    \edef\noexpand\etb@resrvda{\noexpand\etb@resrvda\meaning#1&}}%
  \etb@resrvda
  \makeatletter
  \scantokens\expandafter{\etb@resrvda}%
  \expandafter\endgroup\ifx#1\etb@resrvda
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi}

% {<cstoken>}{<search>}{<true}{<false>}

\protected\long\def\etb@ifpattern#1#2{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{#2}####2&{%
      \endgroup\noexpand\noexpand\noexpand\ifblank{####2}}%
    \edef\noexpand\etb@resrvda{\noexpand\etb@resrvda
      \expandafter\strip@prefix\meaning#1\detokenize{#2}&}%
    \noexpand\etb@resrvda}
  \etb@resrvda\@secondoftwo\@firstoftwo}

% {<string>}{<true}{<false>}

\protected\long\def\etb@ifhashcheck#1{%
  \begingroup
  \edef\etb@resrvda{\detokenize{#1}}%
  \expandafter\endgroup
  \expandafter\etb@ifhashcheck@i\meaning\etb@resrvda&}

\edef\etb@ifhashcheck@i#1&{%
  \noexpand\expandafter
  \noexpand\etb@ifhashcheck@ii
  \noexpand\strip@prefix#1\string#\string#&}

\edef\etb@ifhashcheck@ii{%
  \def\noexpand\etb@ifhashcheck@ii##1\string#\string###2&}
\etb@ifhashcheck@ii{\ifblank{#2}}

% {<cstoken>}

\newrobustcmd*{\robustify}[1]{%
  \ifundef{#1}
    {\etb@error{\string#1 undefined}\@eha}
    {\ifdefmacro{#1}
       {\ifdefltxprotect{#1}
          {\letcs\etb@resrvda{\expandafter\@gobble\string#1 }%
           \@tempswatrue}
          {\let\etb@resrvda#1%
           \@tempswafalse}%
        \ifdefparam\etb@resrvda
          {\etb@ifscanable\etb@resrvda
             {\etb@robustify\etb@resrvda
              \let#1\etb@resrvda}
             {\etb@error{Failed to robustify \string#1}
                {The command is special and cannot be
                 handled by \string\robustify.}%
              \@tempswafalse}}
          {\protected\edef#1{\expandonce\etb@resrvda}}
        \if@tempswa
          \ifcsdef{\string#1 }
            {}
            {\csundef{\expandafter\@gobble\string#1 }}%
        \fi
        \undef\etb@resrvda}
       {\etb@error{\string#1 not a macro}\@eha}}}

\def\etb@robustify#1{%
  \begingroup
  \edef\etb@resrvdb{%
    \def\noexpand\etb@resrvdb####1\detokenize{macro}:####2->####3&{%
      \protected####1\def\string#1\space####2{####3}}%
    \edef\noexpand\etb@resrvdb{%
      \noexpand\etb@resrvdb\meaning#1&}}%
  \etb@resrvdb
  \etb@patchcmd@scantoks\etb@resrvdb}

%  {<cstoken>}{<search>}{<true}{<false>}
% *{<cstoken>}{<true}{<false>}

\newrobustcmd{\ifpatchable}{%
  \etb@dbg@trce\ifpatchable
  \begingroup
  \@makeother\#%
  \@ifstar\etb@ifpatchable@i\etb@ifpatchable}

\long\def\etb@ifpatchable#1#2{%
  \endgroup
  \etb@dbg@init#1%
  \ifundef{#1}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#1}
       {\etb@dbg@info{mac}%
        \etb@ifscanable{#1}
          {\etb@ifhashcheck{#2}
             {\etb@dbg@info{tok}%
              \etb@ifpattern#1{#2}
                 {\etb@dbg@info{pat}%
                  \etb@dbg@info{pos}\@firstoftwo}
                 {\etb@dbg@fail{pat}\@secondoftwo}}
             {\etb@dbg@fail{hsh}\@secondoftwo}}
          {\etb@dbg@fail{tok}\@secondoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

\long\def\etb@ifpatchable@i#1{%
  \endgroup
  \etb@dbg@init#1%
  \ifundef{#1}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#1}
       {\etb@dbg@info{mac}%
        \ifdefparam{#1}
          {\etb@dbg@info{prm}%
           \etb@ifscanable{#1}
             {\etb@dbg@info{tok}%
              \etb@dbg@info{pos}\@firstoftwo}
             {\etb@dbg@fail{tok}\@secondoftwo}}
          {\etb@dbg@info{prl}%
           \ifdefprotected{#1}
             {\etb@dbg@info{pro}}
             {}%
           \etb@dbg@info{pos}\@firstoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

% [<prefix>]{<cstoken>}{<search>}{<replace>}{<success>}{<failure>}

\newrobustcmd*{\patchcmd}{%
  \etb@dbg@trce\patchcmd
  \begingroup
  \@makeother\#%
  \etb@patchcmd}

\newcommand{\etb@patchcmd}[4][########1]{%
  \etb@ifpatchable#2{#3}
    {\etb@dbg@succ{ret}%
     \begingroup
     \edef\etb@resrvda{%
       \def\noexpand\etb@resrvda####1\detokenize{macro:}####2->####3&{%
         #1\def\string\etb@resrvda\space####2{\noexpand\etb@resrvdb####3&}}%
       \def\noexpand\etb@resrvdb####1\detokenize{#3}####2&{%
         ####1\detokenize{#4}####2}%
       \edef\noexpand\etb@resrvda{%
         \noexpand\etb@resrvda\meaning#2&}}%
     \etb@resrvda
     \etb@patchcmd@scantoks\etb@resrvda
     \let#2\etb@resrvda
     \undef\etb@resrvda
     \@firstoftwo}
    {\@secondoftwo}}

\def\etb@patchcmd@scantoks#1{%
  \edef\etb@resrvda{\endgroup
    \unexpanded{\makeatletter\scantokens}{#1}%
    \catcode\number`\@=\the\catcode`\@\relax}%
  \etb@resrvda}

% {<cstoken>}{<code>}{<success>}{<failure>}

\newrobustcmd*{\apptocmd}{%
  \etb@dbg@trce\apptocmd
  \begingroup
  \@makeother\#%
  \etb@hooktocmd\etb@append}

\newrobustcmd*{\pretocmd}{%
  \etb@dbg@trce\pretocmd
  \begingroup
  \@makeother\#%
  \etb@hooktocmd\etb@prepend}

\long\def\etb@hooktocmd#1#2#3{%
  \endgroup
  \etb@dbg@init#2%
  \ifundef{#2}
    {\etb@dbg@fail{def}\@secondoftwo}
    {\etb@dbg@info{def}%
     \ifdefmacro{#2}
       {\etb@dbg@info{mac}%
        \ifdefparam{#2}
          {\etb@dbg@info{prm}%
           \etb@ifscanable{#2}
             {\etb@ifhashcheck{#3}
                {\etb@dbg@info{tok}%
                 \etb@dbg@succ{ret}%
                 \etb@hooktocmd@i#1#2{#3}%
                 \@firstoftwo}
                {\etb@dbg@fail{hsh}\@secondoftwo}}
             {\etb@dbg@fail{tok}\@secondoftwo}}
          {\etb@dbg@info{prl}%
           \ifdefprotected{#2}
             {\etb@dbg@info{pro}%
              \etb@dbg@succ{red}%
              \protected}
             {\etb@dbg@succ{red}}%
           \edef#2{#1{\expandonce#2}{\unexpanded{#3}}}%
           \@firstoftwo}}
       {\etb@dbg@fail{mac}\@secondoftwo}}}

\long\def\etb@hooktocmd@i#1#2#3{%
  \begingroup
  \edef\etb@resrvda{%
    \def\noexpand\etb@resrvda####1\detokenize{macro}:####2->####3&{%
      ####1\def\string\etb@resrvda\space####2{#1{####3}{\detokenize{#3}}}}%
    \edef\noexpand\etb@resrvda{%
      \noexpand\etb@resrvda\meaning#2&}}%
  \etb@resrvda
  \etb@patchcmd@scantoks\etb@resrvda
  \let#2\etb@resrvda
  \undef\etb@resrvda}

\long\def\etb@append#1#2{#1#2}
\long\def\etb@prepend#1#2{#2#1}

\newrobustcmd*{\tracingpatches}{%
  \etb@info{Enabling tracing}%
  \input{etoolbox.def}%
  \global\let\tracingpatches\relax}
\@onlypreamble\tracingpatches

\let\etb@dbg@trce\@gobble
\let\etb@dbg@init\@gobble
\let\etb@dbg@info\@gobble
\let\etb@dbg@succ\@gobble
\let\etb@dbg@fail\@gobble

% {<numeral>}

\newcommand{\rmntonum}[1]{%
  \ifblank{#1}
    {}
    {\expandafter\etb@rti@end\number\numexpr
     \expandafter\etb@rti@prs\detokenize{#1}&\relax}}

\def\etb@rti@prs#1#2{%
  \ifx&#1%
    \expandafter\@firstoftwo
  \else
    \expandafter\@secondoftwo
  \fi
  {#1#2}
  {\ifx&#2%
     \expandafter\@firstoftwo
   \else
     \expandafter\@secondoftwo
   \fi
   {\etb@rti@chk#1+\etb@rti@num#1#2}
   {\etb@rti@chk#1\etb@rti@chk#2%
    \ifnum\etb@rti@num#1<\etb@rti@num#2 %
      \expandafter\@firstoftwo
    \else
      \expandafter\@secondoftwo
    \fi
    {+\etb@rti@num#2-\etb@rti@num#1\etb@rti@prs}
    {+\etb@rti@num#1\etb@rti@prs#2}}}}

\def\etb@rti@chk#1{%
  \ifcsname etb@rmn@#1\endcsname
  \else
    \expandafter\etb@rti@brk
  \fi}

\def\etb@rti@brk#1&{+\z@&-1}
\def\etb@rti@end#1&#2\relax{\ifblank{#2}{#1}{#2}}
\def\etb@rti@num#1{\csname etb@rmn@#1\endcsname}

\chardef\etb@rmn@i=1
\chardef\etb@rmn@I=1
\chardef\etb@rmn@v=5
\chardef\etb@rmn@V=5
\chardef\etb@rmn@x=10
\chardef\etb@rmn@X=10
\chardef\etb@rmn@l=50
\chardef\etb@rmn@L=50
\chardef\etb@rmn@c=100
\chardef\etb@rmn@C=100
\mathchardef\etb@rmn@d=500
\mathchardef\etb@rmn@D=500
\mathchardef\etb@rmn@m=1000
\mathchardef\etb@rmn@M=1000

% {<numeral>}{<true>}{<false>}

\newcommand{\ifrmnum}[1]{%
  \ifblank{#1}
    {\@secondoftwo}
    {\expandafter\etb@ifr@prs\detokenize{#1}\relax}}

\def\etb@ifr@prs#1{%
  \ifx\relax#1%
    \expandafter\@firstoftwo
  \else
    \ifcsname etb@rmn@#1\endcsname
      \expandafter\expandafter
      \expandafter\etb@ifr@prs
    \else
      \expandafter\expandafter
      \expandafter\etb@ifr@brk
    \fi
  \fi}

\def\etb@ifr@brk#1\relax{\@secondoftwo}

% <*>{<command>}{<separator>}

\newrobustcmd*{\DeclareListParser}{%
  \@ifstar
    {\etb@defparser\etb@defparser@arg}
    {\etb@defparser\etb@defparser@do}}

\def\etb@defparser#1#2#3{%
  \@ifdefinable#2{#1{#2}{#3}}}

\def\etb@defparser@do#1#2{%
  \begingroup
  \edef\@tempa{\endgroup
    \long\def\noexpand#1####1{%
      \expandafter\noexpand
      \csname etb@lst@\expandafter\@gobble\string#1\endcsname
      \space####1\noexpand#2&}%
    \long\csdef{etb@lst@\expandafter\@gobble\string#1}####1\noexpand#2####2&{%
      \noexpand\etb@listitem\noexpand\do{####1}%
      \noexpand\ifblank{####2}
        {\noexpand\listbreak}
        {\expandafter\noexpand
         \csname etb@lst@\expandafter\@gobble\string#1\endcsname
	 \space####2}&}}%
  \@tempa}

\def\etb@defparser@arg#1#2{%
  \begingroup
  \edef\@tempa{\endgroup
    \long\def\noexpand#1####1####2{%
      \expandafter\noexpand
      \csname etb@lst@\expandafter\@gobble\string#1\endcsname
      {####1}\space####2\noexpand#2&}%
    \long\csdef{etb@lst@\expandafter\@gobble\string#1}####1####2\noexpand#2####3&{%
      \noexpand\etb@listitem{####1}{####2}%
      \noexpand\ifblank{####3}
        {\noexpand\listbreak}
        {\expandafter\noexpand
         \csname etb@lst@\expandafter\@gobble\string#1\endcsname
	 {####1}\space####3}&}}%
  \@tempa}

\long\def\etb@listitem#1#2{%
  \ifblank{#2}
    {}
    {\expandafter\etb@listitem@i
     \expandafter{\@firstofone#2}{#1}}}
\long\def\etb@listitem@i#1#2{#2{#1}}

\newcommand*{\listbreak}{}
\long\def\listbreak#1&{}

% {<item1>,<item2>,...} => \do{<item1>}\do{<item2>}...

\DeclareListParser{\docsvlist}{,}

% {<handler>}{<item1>,<item2>,...} => <handler>{<item1>}<handler>{<item2>}...

\DeclareListParser*{\forcsvlist}{,}

% {<listmacro>}{<string>}

\newrobustcmd{\listadd}[2]{%
  \ifblank{#2}{}{\appto#1{#2|}}}
\newrobustcmd{\listeadd}[2]{%
  \begingroup
  \edef\etb@tempa{\endgroup\noexpand\ifblank{#2}}%
  \etb@tempa{}{\eappto#1{#2|}}}
\newrobustcmd{\listgadd}[2]{%
  \ifblank{#2}{}{\gappto#1{#2|}}}
\newrobustcmd{\listxadd}[2]{%
  \begingroup
  \edef\etb@tempa{\endgroup\noexpand\ifblank{#2}}%
  \etb@tempa{}{\xappto#1{#2|}}}

% {<listcsname>}{<string>}

\newrobustcmd{\listcsadd}[1]{%
  \expandafter\listadd\csname#1\endcsname}
\newrobustcmd{\listcseadd}[1]{%
  \expandafter\listeadd\csname#1\endcsname}
\newrobustcmd{\listcsgadd}[1]{%
  \expandafter\listgadd\csname#1\endcsname}
\newrobustcmd{\listcsxadd}[1]{%
  \expandafter\listxadd\csname#1\endcsname}

% {<string>}{<listmacro>}{<true>}{<false>}

\newrobustcmd{\ifinlist}[2]{%
  \begingroup
  \def\etb@tempa##1|#1|##2&{\endgroup
    \ifblank{##2}\@secondoftwo\@firstoftwo}%
  \expandafter\etb@tempa\expandafter|#2|#1|&}

\newrobustcmd{\xifinlist}[1]{%
  \begingroup
  \edef\etb@tempa{\endgroup\ifinlist{#1}}%
  \etb@tempa}

% {<string>}{<listcsname>}{<true>}{<false>}

\newrobustcmd{\ifinlistcs}[2]{%
  \expandafter\etb@ifinlistcs@i\csname #2\endcsname{#1}}
\long\def\etb@ifinlistcs@i#1#2{\ifinlist{#2}{#1}}

\newrobustcmd{\xifinlistcs}[1]{%
  \begingroup
  \edef\etb@tempa{\endgroup\ifinlistcs{#1}}%
  \etb@tempa}

% {<handler>}{<listmacro>} => <handler>{<item1>}<handler>{<item2>}...

\newcommand*{\forlistloop}[2]{%
  \expandafter\etb@forlistloop\expandafter{#2}{#1}}

\long\def\etb@forlistloop#1#2{\etb@forlistloop@i{#2}#1|&}

\long\def\etb@forlistloop@i#1#2|#3&{%
  \ifblank{#2}
    {}
    {#1{#2}}%
  \ifblank{#3}
    {\listbreak}
    {\etb@forlistloop@i{#1}#3}%
  &}

% {<handler>}{<listcsname>} => <handler>{<item1>}<handler>{<item2>}...

\newcommand*{\forlistcsloop}[2]{%
  \expandafter\expandafter\expandafter\etb@forlistloop
  \expandafter\expandafter\expandafter{\csname#2\endcsname}{#1}}

% {<listmacro>} => \do{<item1>}\do{<item2>}...

\newcommand*{\dolistloop}{\forlistloop\do}

% {<listcsname>} => \do{<item1>}\do{<item2>}...

\newcommand*{\dolistcsloop}{\forlistcsloop\do}

% {<code>}

\newrobustcmd*{\AtEndPreamble}{\gappto\@endpreamblehook}
\newcommand*{\@endpreamblehook}{}

\preto\document{%
  \endgroup
  \let\AtEndPreamble\@firstofone
  \@endpreamblehook
  \protected\def\AtEndPreamble{\@notprerr\@gobble}%
  \undef\@endpreamblehook
  \begingroup}

% {<code>}

\newrobustcmd*{\AfterPreamble}{\AtBeginDocument}
\AtEndPreamble{\let\AfterPreamble\@firstofone}

% {<code>}

\newrobustcmd*{\AfterEndPreamble}{\gappto\@afterendpreamblehook}
\newcommand*{\@afterendpreamblehook}{}

\appto\document{%
  \let\AfterEndPreamble\@firstofone
  \@afterendpreamblehook
  \protected\def\AfterEndPreamble{\@notprerr\@gobble}%
  \undef\@afterendpreamblehook
  \ignorespaces}

\AtEndDocument{\let\AfterEndPreamble\@gobble}

% {<code>}

\newrobustcmd*{\AfterEndDocument}{\gappto\@afterenddocumenthook}
\newcommand*{\@afterenddocumenthook}{}

\patchcmd\enddocument
  {\deadcycles}
  {\let\AfterEndDocument\@firstofone
   \@afterenddocumenthook
   \deadcycles}
  {}
  {\let\etb@@end\@@end
   \def\@@end{%
     \let\AfterEndDocument\@firstofone
     \@afterenddocumenthook
     \etb@@end}}

% {<environment>}{<code>}

\newrobustcmd{\AtBeginEnvironment}[1]{%
  \csgappto{@begin@#1@hook}}

\patchcmd\begin
  {\csname #1\endcsname}
  {\csuse{@begin@#1@hook}%
   \csname #1\endcsname}
  {}
  {\etb@warning{%
     Patching '\string\begin' failed!\MessageBreak
     '\string\AtBeginEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\AtEndEnvironment}[1]{%
  \csgappto{@end@#1@hook}}

\patchcmd\end
  {\csname end#1\endcsname}
  {\csuse{@end@#1@hook}%
   \csname end#1\endcsname}
  {}
  {\etb@warning{%
     Patching '\string\end' failed!\MessageBreak
     '\string\AtEndEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\BeforeBeginEnvironment}[1]{%
  \csgappto{@beforebegin@#1@hook}}

\pretocmd\begin
  {\csuse{@beforebegin@#1@hook}}
  {}
  {\etb@warning{%
     Patching '\string\begin' failed!\MessageBreak
     '\string\BeforeBeginEnvironment' will not work\@gobble}}

% {<environment>}{<code>}

\newrobustcmd{\AfterEndEnvironment}[1]{%
  \csgappto{@afterend@#1@hook}}

\patchcmd\end
  {\if@ignore}
  {\csuse{@afterend@#1@hook}%
   \if@ignore}
  {}
  {\etb@warning{%
     Patching '\string\end' failed!\MessageBreak
     '\string\AfterEndEnvironment' will not work\@gobble}}

\endinput







main/mdframed.sty

%%==================================================%%
%%========Is based on the idea of framed.sty========%%
%%==================================================%%
%%===== Currently the package has a beta-Status ====%%
%%==================================================%%
%% WITH THANKS TO (alphabetically):
%% ROLF NIEPRASCHK
%% HEIKO OBERDIEK
%% HERBERT VOSS

%% Copyright (c) 2010 Marco Daniel
%
%% This package may be distributed under the terms of the LaTeX Project
%% Public License, as described in lppl.txt in the base LaTeX distribution.
%% Either version 1.0 or, at your option, any later version.
%%
%%
%%==================================================%%
%% Erstellung eines Rahmens, der am Seitenende keine
%% horizontale Linie einfuegt
%%>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>%%
%%      _______________                            %%
%%      |    page 1   |                            %%  
%%      |    Text     |                            %%
%%      |  __Text__   |                            %%
%%      |  | Text |   |                            %%
%%     P A G E B R E A K                           %%
%%      |  | Text |   |                            %%
%%      |  |_Text_|   |                            %%
%%      |    Text     |                            %%
%%      |____page 2___|                            %%
%%                                                 %%
%%>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>%%


%%$Id: mdframed.sty 103 2010-12-22 16:46:10Z marco $
%%$Rev: 103 $
%%$Author: marco $
%%$Date: 2010-12-22 17:46:10 +0100 (Mi, 22. Dez 2010) $

%% Allgemeine Angaben
\def\mdversion{v0.6a}
\def\mdframedpackagename{mdframed}
\def\md@maindate@svn$#1: #2 #3 #4-#5-#6 #7 #8${#4/#5/#6\space }
\NeedsTeXFormat{LaTeX2e}
\ProvidesPackage{mdframed}[\md@maindate@svn$Id: mdframed.sty 103 2010-12-22 16:46:10Z marco $ \mdversion: \mdframedpackagename]

%%==================================================%%
%%=============== Benoetigte Pakete ================%%
%%==================================================%%

\newcommand*\md@PackageWarning[1]{\PackageWarning{\mdframedpackagename}{#1}}
\newcommand*\md@PackageInfo[1]{\PackageInfo{\mdframedpackagename}{#1}}
\newcommand*\md@LoadFile@IfExist[1]{%
 \IfFileExists{#1.sty}{%
          \RequirePackage{#1}%
        }{%
        \md@PackageWarning{The package #1 does not exist\MessageBreak
                           but it is required by \mdframedpackagename}%
       }
}
\md@LoadFile@IfExist{kvoptions}

\md@LoadFile@IfExist{etex}

\md@LoadFile@IfExist{calc}

\md@LoadFile@IfExist{color}


%Eingearbeitet in Optionen
%\md@LoadFile@IfExist{pstricks}
%\md@LoadFile@IfExist{pstricks}

\md@LoadFile@IfExist{etoolbox}

\SetupKeyvalOptions{family=mdf,prefix=mdf@}

%%==================================================%%
%%========Hilfsmakro zur Bestimmung ob Laenge=======%%
%%============= IDEE: Martin Scharrer ==============%%
%%==================================================%%

%%%\md@iflength{<EINGABE>}{<IST LAENGE>}{<IST KEINE LAENGE>}
\newlength{\md@templength}
\def\md@iflength#1{%
  \afterassignment\md@iflength@check%
  \md@templength=#1\mdf@defaultunit\relax\relax
  \expandafter\endgroup\next
}
\def\md@iflength@check#1{%
  \begingroup
  \ifx\relax#1\@empty
    \def\next{\@secondoftwo}
  \else
    \def\next{\@firstoftwo}
    \expandafter\md@iflength@cleanup
  \fi
}
\def\md@iflength@cleanup#1\relax{}

%%\def\md@@iflength#1{
%%       \begingroup
%%       \def\@tempa{#1}
%%       \md@iflength{\@tempa}{%
%%             \expandafter\global\expandafter%
%%             \edef\csname #1\endcsname{\the\md@templength}%
%%            }{%
%%             \expandafter\global\expandafter%
%%             \edef\csname #1\endcsname{\the\md@templength}%
%%            }%
%%       \endgroup%
%%}

%%==================================================%%
%%==================== Optionen ====================%%
%%==================================================%%


%Festlegung welcher Stildatei
%% 0 := tex-Kommandos -- rule
%% 1 := tikz
%% 2 := tikz-erweitert
%% 3 := pstricks-einfach
%% 4 := pstricks-erweitert

\DeclareStringOption[0]{style}

\define@key{mdf}{globalstyle}[\mdf@style]{%
      \renewcommand*{\do}[1]{%
          \def\@tempa{##1}
          \ifcase\number\@tempa\relax
             %0 <- kein Grafikpaket
          \or
             \md@LoadFile@IfExist{tikz}
             %1 <- tikz wird benoetigt
          \or
             \md@LoadFile@IfExist{tikz}
             %2 <- tikz wird benoetigt
          \or
             \md@LoadFile@IfExist{pstricks-add}
             %3 <- pstricks wird benoetigt
          \or
             \md@LoadFile@IfExist{pstricks-add}
             %4 <- pstricks wird benoetigt
          \else
            \md@PackageWarning{Unknown global style \@tempa}
          \fi
      }%
      \docsvlist{\mdf@style,#1}%
 }

%%%%Optionen mit Laengen

\newcommand*\mdf@skipabove{\z@}
\newcommand*\mdfl@skipabove{}
\newlength\mdf@skipabove@length
\deflength\mdf@skipabove@length{\z@}
\define@key{mdf}{skipabove}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@skipabove{\the\md@templength}}%
            {\global\edef\mdfl@skipabove{\the\md@templength}}
\let\mdf@skipabove\mdfl@skipabove
\setlength\mdf@skipabove@length{\mdf@skipabove}
}

\newcommand*\mdf@skipbelow{\z@}
\newcommand*\mdfl@skipbelow{}
\newlength\mdf@skipbelow@length
\deflength\mdf@skipbelow@length{\z@}
\define@key{mdf}{skipbelow}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@skipbelow{\the\md@templength}}%
            {\global\edef\mdfl@skipbelow{\the\md@templength}}
\let\mdf@skipbelow\mdfl@skipbelow
\setlength\mdf@skipbelow@length{\mdf@skipbelow}
}

\newcommand*\mdf@leftmargin{\z@}
\newcommand*\mdfl@leftmargin{}
\newlength\mdf@leftmargin@length
\deflength\mdf@leftmargin@length{\z@}
\define@key{mdf}{leftmargin}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@leftmargin{\the\md@templength}}%
            {\global\edef\mdfl@leftmargin{\the\md@templength}}
\let\mdf@leftmargin\mdfl@leftmargin
\setlength\mdf@leftmargin@length{\mdf@leftmargin}
}

\newcommand*\mdf@rightmargin{\z@}
\newcommand*\mdfl@rightmargin{}
\newlength\mdf@rightmargin@length
\deflength\mdf@rightmargin@length{\z@}
\define@key{mdf}{rightmargin}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@rightmargin{\the\md@templength}}%
            {\global\edef\mdfl@rightmargin{\the\md@templength}}
\let\mdf@rightmargin\mdfl@rightmargin
\setlength\mdf@rightmargin@length{\mdf@rightmargin}
}

\newcommand*\mdf@margin{20pt}
\newcommand*\mdfl@margin{}
\newlength\mdf@margin@length
\deflength\mdf@margin@length{20pt}
\define@key{mdf}{margin}[20pt]{%
     \md@PackageWarning{The option margin is obsolote and no longer used\MessageBreak
                        use instead innerleftmargin and innerrightmargin\MessageBreak
                        For more details look at the documentation \mdframedpackagename}%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@margin{\the\md@templength}}%
            {\global\edef\mdfl@margin{\the\md@templength}}
\let\mdf@margin\mdfl@margin
\setlength\mdf@margin@length{\mdf@margin}
}

\newcommand*\mdf@innerleftmargin{10pt}
\newcommand*\mdfl@innerleftmargin{}
\newlength\mdf@innerleftmargin@length
\deflength\mdf@innerleftmargin@length{10pt}
\define@key{mdf}{innerleftmargin}[10pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerleftmargin{\the\md@templength}}%
            {\global\edef\mdfl@innerleftmargin{\the\md@templength}}
\let\mdf@innerleftmargin\mdfl@innerleftmargin
\setlength\mdf@innerleftmargin@length{\mdf@innerleftmargin}
}

\newcommand*\mdf@innerrightmargin{10pt}
\newcommand*\mdfl@innerrightmargin{}
\newlength\mdf@innerrightmargin@length
\deflength\mdf@innerrightmargin@length{10pt}
\define@key{mdf}{innerrightmargin}[10pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerrightmargin{\the\md@templength}}%
            {\global\edef\mdfl@innerrightmargin{\the\md@templength}}
\let\mdf@innerrightmargin\mdfl@innerrightmargin
\setlength\mdf@innerrightmargin@length{\mdf@innerrightmargin}
}



\newcommand*\mdf@innertopmargin{0.4\baselineskip}
\newcommand*\mdfl@innertopmargin{}
\newlength\mdf@innertopmargin@length
\deflength\mdf@innertopmargin@length{0.4\baselineskip}
\define@key{mdf}{innertopmargin}[0.4\baselineskip]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innertopmargin{\the\md@templength}}%
            {\global\edef\mdfl@innertopmargin{\the\md@templength}}
\let\mdf@innertopmargin\mdfl@innertopmargin
\setlength\mdf@innertopmargin@length{\mdf@innertopmargin}
}

\newcommand*\mdf@innerbottommargin{0.4\baselineskip}
\newcommand*\mdfl@innerbottommargin{}
\newlength\mdf@innerbottommargin@length
\deflength\mdf@innerbottommargin@length{0.4\baselineskip}
\define@key{mdf}{innerbottommargin}[0.4\baselineskip]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerbottommargin{\the\md@templength}}%
            {\global\edef\mdfl@innerbottommargin{\the\md@templength}}
\let\mdf@innerbottommargin\mdfl@innerbottommargin
\setlength\mdf@innerbottommargin@length{\mdf@innerbottommargin}
}


\newcommand*\mdf@splittopskip{\z@}
\newcommand*\mdfl@splittopskip{}
\newlength\mdf@splittopskip@length
\deflength\mdf@splittopskip@length{\z@}
\define@key{mdf}{splittopskip}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@splittopskip{\the\md@templength}}%
            {\global\edef\mdfl@splittopskip{\the\md@templength}}
\let\mdf@splittopskip\mdfl@splittopskip
\setlength\mdf@splittopskip@length{\mdf@splittopskip}
}



\newcommand*\mdf@splitbottomskip{\z@}
\newcommand*\mdfl@splitbottomskip{}
\newlength\mdf@splitbottomskip@length
\deflength\mdf@splitbottomskip@length{\z@}
\define@key{mdf}{splitbottomskip}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@splitbottomskip{\the\md@templength}}%
            {\global\edef\mdfl@splitbottomskip{\the\md@templength}}
\let\mdf@splitbottomskip\mdfl@splitbottomskip
\setlength\mdf@splitbottomskip@length{\mdf@splitbottomskip}
}


%% Linienstaerken
\newcommand*\mdf@linewidth{0.4pt}
\newcommand*\mdfl@linewidth{}
\newlength\mdf@linewidth@length
\deflength\mdf@linewidth@length{0.4pt}
\define@key{mdf}{linewidth}[0.4pt]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@linewidth{\the\md@templength}}%
            {\global\edef\mdfl@linewidth{\the\md@templength}}
\let\mdf@linewidth\mdfl@linewidth
\setlength\mdf@linewidth@length{\mdf@linewidth}%
\ifnumequal{\mdf@style}{1}{%
\deflength\mdf@middlelinewidth@length{\mdf@linewidth@length}%
}{}%
}

\newcommand*\mdf@innerlinewidth{\z@}
\newcommand*\mdfl@innerlinewidth{}
\newlength\mdf@innerlinewidth@length
\deflength\mdf@innerlinewidth@length{\z@}
\define@key{mdf}{innerlinewidth}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@innerlinewidth{\the\md@templength}}%
            {\global\edef\mdfl@innerlinewidth{\the\md@templength}}
\let\mdf@innerlinewidth\mdfl@innerlinewidth
\setlength\mdf@innerlinewidth@length{\mdf@innerlinewidth}
}

\newcommand*\mdf@middlelinewidth{\mdf@linewidth}
\newcommand*\mdfl@middlelinewidth{}
\newlength\mdf@middlelinewidth@length
\deflength\mdf@middlelinewidth@length{\mdf@linewidth@length}
\define@key{mdf}{middlelinewidth}[\mdf@linewidth]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@middlelinewidth{\the\md@templength}}%
            {\global\edef\mdfl@middlelinewidth{\the\md@templength}}
\let\mdf@middlelinewidth\mdfl@middlelinewidth
\setlength\mdf@middlelinewidth@length{\mdf@middlelinewidth}
}

\newcommand*\mdf@outerlinewidth{\z@}
\newcommand*\mdfl@outerlinewidth{}
\newlength\mdf@outerlinewidth@length
\deflength\mdf@outerlinewidth@length{\z@}
\define@key{mdf}{outerlinewidth}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@outerlinewidth{\the\md@templength}}%
            {\global\edef\mdfl@outerlinewidth{\the\md@templength}}
\let\mdf@outerlinewidth\mdfl@outerlinewidth
\setlength\mdf@outerlinewidth@length{\mdf@outerlinewidth}
}

\newcommand*\mdf@roundcorner{\z@}
\newcommand*\mdfl@roundcorner{}
\newlength\mdf@roundcorner@length
\deflength\mdf@roundcorner@length{\z@}
\define@key{mdf}{roundcorner}[\z@]{%
       \def\@tempa{#1}
        \md@iflength{\@tempa}%
            {\global\edef\mdfl@roundcorner{\the\md@templength}}%
            {\global\edef\mdfl@roundcorner{\the\md@templength}}
\let\mdf@roundcorner\mdfl@roundcorner
\setlength\mdf@roundcorner@length{\mdf@roundcorner}
}

%Unterstuetzung der Optionen fuer pstricks
\def\mdf@psset@local{}
\define@key{mdf}{pstrickssetting}{%
  \def\mdf@psset@local{#1}
}


%%Defaulunit
\DeclareStringOption[pt]{defaultunit}

%%mdframed umfasst ntheorem-Umgebung ja/nein
\DeclareBoolOption{ntheorem}

\DeclareBoolOption[true]{topline}
\DeclareBoolOption[true]{leftline}
\DeclareBoolOption[true]{bottomline}
\DeclareBoolOption[true]{rightline}


%%FARBEN
\DeclareStringOption[none]{xcolor}
\DeclareStringOption[black]{linecolor}
\DeclareStringOption[white]{backgroundcolor}
\DeclareStringOption[black]{fontcolor}
\DeclareStringOption[\mdf@linecolor]{innerlinecolor}
\DeclareStringOption[\mdf@linecolor]{outerlinecolor}
\DeclareStringOption[\mdf@backgroundcolor]{middlelinecolor}


\DeclareDefaultOption{%
   \md@PackageWarning{Unknown Option '\CurrentOption' for mdframed}}


%%==================================================%%
%%========== ENDE DER OPTIONENDEKLARATION ==========%%
%%==================================================%%

\ProcessKeyvalOptions*
\newcommand*{\mdfsetup}{\setkeys{mdf}}
\mdfsetup{globalstyle=0}

%%==================================================%%
%%========Sicherstellen der key-value-Syntax========%%
%%==================================================%%
\AtBeginDocument{
 \@ifpackageloaded{xcolor}{%
    \let\mdf@xcolor\@empty %ignoriere die Eingabe der Optionen
    }{%
     \def\@tempa{none}
    \ifx\mdf@xcolor\@tempa
    \else
     \PassOptionsToPackage{\mdf@xcolor}{xcolor}
     \RequirePackage{xcolor}
   \fi
 }
}



%%Farbabkuerzungen:
\newcommand*\mdf@@linecolor{\color{\mdf@linecolor}}
\newcommand*\mdf@@backgroundcolor{
    \ifx\mdf@backgroundcolor\@empty
    \else
         \color{\mdf@backgroundcolor}
    \fi}
\newcommand*\mdf@@fontcolor{\color{\mdf@fontcolor}}
\newcommand*\mdf@@innerlinecolor{\color{\mdf@innerlinecolor}}
\newcommand*\mdf@@outerlinecolor{\color{\mdf@outerlinecolor}}
\newcommand*\mdf@@middlelinecolor{\color{\mdf@middlelinecolor}}

%%==================================================%%
%%======= Laden der gewuenschten Style-Datei =======%%
%%==================================================%%
\ifcase\mdf@style\relax%
        \input{md-frame-0.mdf}%
      \or%
        \input{md-frame-1.mdf}%
      \or%        
        \md@PackageWarning{The style number\mdf@style does not exist\MessageBreak
                           mdframed ues instead style=0 \mdframedpackagename}%
        \input{md-frame-1.mdf}%
      \or% 
        \input{md-frame-3.mdf}%
      \else%
       \IfFileExists{md-frame-\mdf@style.mdf}{%
             \input{md-frame-\mdf@style.mdf}%
           }{%
            \input{md-frame-1.mdf}%
            \md@PackageWarning{The style number \mdf@style does not exist\MessageBreak
                           mdframed ues instead style=0 \mdframedpackagename}%
          }%
\fi%


%%==================================================%%
%%===Globale Umgebung -- noch keine Modifikation ===%%
%%==================================================%%
\def\md@margin@startenv{% latex.ltx -> \@startsection
    \if@noskipsec \leavevmode  \fi
    \par%\kern-\lastskip%
    \@tempskipa -\mdf@skipabove@length\relax
    \@afterindenttrue
    \ifdim \@tempskipa < \z@
      \@tempskipa -\@tempskipa \@afterindentfalse%
    \fi
    \if@nobreak
      \everypar{}%
    \else
      \addpenalty\@secpenalty\addvspace\@tempskipa%
      \par\kern-\ht\strutbox
    \fi%
}%


\def\mdframed{%
   \@ifnextchar[%]
       \mdframed@i\mdframed@ii}%

\def\mdframed@ii{\mdframed@i[]}%
\def\mdframed@i[#1]{% default-Umgebung
   \mdfsetup{#1}%%
   \md@margin@startenv%
   \ifmdf@ntheorem%       %%% Pruefen ob ntheorem gesetzt ist
   \ifundef{\theorempreskipamount}%
          {\md@PackageWarning{You have not loaded ntheorem yet}}%
          {\setlength{\theorempreskipamount}{0pt}%
           \setlength{\theorempostskipamount}{0pt}}%
   \fi%
   \ifnumequal{\mdf@style}{0}% 
   {\deflength{\mdf@innerlinewidth@length}{\z@}%
    \deflength{\mdf@middlelinewidth@length}{\mdf@linewidth@length}%
    \deflength{\mdf@outerlinewidth@length}{\z@}%
    \let\mdf@innerlinecolor\mdf@linecolor%
    \let\mdf@middlelinecolor\mdf@linecolor%
    \let\mdf@outerlinecolor\mdf@linecolor%
   }{}%
   \ifnumequal{\mdf@style}{3}% 
   {\deflength{\mdf@innerlinewidth@length}{\z@}%
   \deflength{\mdf@middlelinewidth@length}{\mdf@linewidth}%
    \deflength{\mdf@outerlinewidth@length}{\z@}%
    \let\mdf@innerlinecolor\mdf@linecolor%
   }{}%
   \mdframed@global@env%
   }%

\def\endmdframed{\endmdframed@global@env\endtrivlist%
\vspace{\mdf@skipbelow@length}}%

%%==================================================%%
%%==Deklaration diverser Eingabe und Hilfsparameter=%%
%%==================================================%%

\newskip\md@temp@skip@a      \md@temp@skip@a\z@    %% Hilfslaenge

\newlength\md@verticalmarginwhole@length

\newlength\mdf@xmargin@length%
\newlength\mdf@ymargin@length%
\newlength\mdfboxheight%                            %% Berechnungsvariable tikz
\newlength\mdfboxwidth%                             %% Berechnungsvariable tikz


\newlength\mdfboundingboxheight
\newlength\mdfboundingboxwidth
\newlength\mdfpositionx
\newlength\mdfpositiony



\providecommand*\ptTps{}


%%==================================================%%
%%=================== Kommentare ===================%%
%%==================================================%%

\chardef\md@arrayparboxrestore=\catcode`\|   % for debug
\catcode`\|=\catcode`\%                      % (debug: insert space after backslash)
%% Kommentare werden im Code mit | gekennzeichnet


%%==================================================%%
%%================= Platz auf Seite ================%%
%%==================================================%%
\newlength\md@freevspace@length
\def\md@freepagevspace{%
     \ifdimequal{\pagegoal}{\maxdimen}%
          {%
            \setlength{\md@freevspace@length}{\vsize}%
          }{
            \setlength{\md@freevspace@length}{\pagegoal}%
            \addtolength{\md@freevspace@length}{-\pagetotal}%
          }%
}

%%==================================================%%
%================= Breite der BOX =================%%
%%==================================================%%

% edge-leftmargin-outerlinewith-middlelinewidth-innerlinewidth-innerleftmargin-TEXTBREITE-
% innerrightmargin-innerlinewidth-middlelinewidth-outelinewith-edge
\newlength\md@horizontalspaceofbox
\def\md@horizontalmargin@equation{%
    \setlength{\md@horizontalspaceofbox}{\hsize}
    \addtolength{\md@horizontalspaceofbox}{%
                         -\mdf@leftmargin@length%
                         -\mdf@outerlinewidth@length%
                         -\mdf@middlelinewidth@length%
                         -\mdf@innerlinewidth@length%
                         -\mdf@innerleftmargin@length%
                         -\mdf@innerrightmargin@length%
                         -\mdf@innerlinewidth@length%
                         -\mdf@middlelinewidth@length%      
                         -\mdf@outerlinewidth@length%
                         -\mdf@rightmargin@length%
                        }%
  \ifboolexpr{ test {\ifnumequal{\mdf@style}{0}} or test {\ifnumequal{\mdf@style}{3}}}%
           {
           \notbool{mdf@leftline}{\addtolength{\md@horizontalspaceofbox}{%
                                    \mdf@innerlinewidth@length%
                                    +\mdf@middlelinewidth@length%      
                                    +\mdf@outerlinewidth@length%
                                 }}{}%
           \notbool{mdf@rightline}{\addtolength{\md@horizontalspaceofbox}{%
                                    \mdf@innerlinewidth@length%
                                    +\mdf@middlelinewidth@length%      
                                    +\mdf@outerlinewidth@length%
                                  }}{}%
    }{}%
    \advance\md@horizontalspaceofbox by - \width\md@arrayparboxrestore%
    %%% Beruecksichtigung, dass Auszaehlung bzw. list-Umgebung enthalten
    \ifdimless{\md@horizontalspaceofbox}{3cm}{\md@PackageWarning{You have only a width of 3cm}}{}
    \hsize=\md@horizontalspaceofbox%
}




%%==================================================%%
%%========= Seitenparameter und Strafpunkte ========%%
%%==================================================%%
\def\md@penalty@startenv{%
 \begingroup%
   \skip@\lastskip%                             %%% lastskip nur ungleich null nach section, list, figure, usw.
   \if@nobreak%
   \else 
      \penalty9999 % updates \page parameters <-pruefen
      \ifdim\pagefilstretch=\z@                 %%% pagefilstretch ist ein internes Register fuer den
                                                %%% Seitenumbruch. Es entaehlt den akkumulierten (gespeicherten) fil-Anteil
                                                %%% auf der aktuellen Seite
         \ifdim\pagefillstretch=\z@             %%% pagefillstretch ist ein internes Register fuer den
                                                %%% Seitenumbruch. Es entaehlt den akkumulierten (gespeicherten) fill-Anteil
                                                %%% auf der aktuellen Seite
            %%% nicht unendlich dehnbar, so hier foerdern eines Seitenumbruches
            \edef\@tempa{\the\skip@}%
            \edef\@tempb{\the\z@skip}%
            \ifx\@tempa\@tempb                  %%% ???????
                  \penalty-30%
            \else
                  \vskip-\skip@%
                  \penalty-30%
                  \vskip\skip@%
            \fi
         \fi
      \fi
    \penalty\z@%
    % Give a stretchy breakpoint that will always be taken in preference
    % to the \penalty 9999 used to update page parameters.  The cube root
    % of 10000/100 indicates a multiplier of 0.21545, but the maximum 
    % calculated badness is really 8192, not 10000, so the multiplier
    % is 0.2301. 
    \advance\skip@ \z@ plus-.5\baselineskip%
    \advance\skip@ \z@ plus-.231\height%
    \advance\skip@ \z@ plus-.231\skip@%
    \advance\skip@ \z@ plus-.231\topsep%
    \vskip-\skip@ \penalty 1800 \vskip\skip@%
  \fi
 \addvspace{\topsep}%
 \endgroup%
 % clear out pending page break
 \nobreak \vskip 2\baselineskip \vskip\height%     %%%\@M=10000
 \penalty9999 \vskip -2\baselineskip \vskip-\height%
 \penalty9999 % updates \pagetotal
}%


%%==================================================%%
%%============Start der globalen Umgebung===========%%
%%==================================================%%
\newskip\md@temp@frame@hsize \md@temp@frame@hsize=0pt%
\newskip\md@temp@frame@vsize \md@temp@frame@vsize=0pt%

\def\mdframed@global@env{\relax%
   \let\width\z@%
   \let\height\z@%
   \md@penalty@startenv%
   \def\@doendpe{\@endpetrue%                      %%% SIEHE LATEX.ltx -- ersten Absatz ignorieren
                 \def\par{\@restorepar\par\@endpefalse}%
                 \everypar{{\setbox\z@\lastbox}\everypar{}\@endpefalse}%
                }%
   \md@horizontalmargin@equation%
   \setbox\@tempboxa%
       \vbox\bgroup\@doendpe%
                 \begingroup%                %%% zweites begingroup noetig, dass fontcolor gesetzt werden kann
                 \mdf@@fontcolor%            %%% Setzen der Schriftfarbe
                 \textwidth\md@horizontalspaceofbox \columnwidth\md@horizontalspaceofbox%
}%

\def\endmdframed@global@env{\par%
     \kern\z@%
     \hrule\@width\md@horizontalspaceofbox\@height\z@%   
     \penalty-100 % put depth into height
   \endgroup%
 \egroup%
 \begingroup%
  \mdf@@fontcolor%
  \setbox\@tempboxa\vbox{\unvbox\@tempboxa}
  \md@put@frame%
 \endgroup%
}

%%==================================================%%
%%===========Ausgaberoutine -> Berechnung===========%%
%%==================================================%%

%% \md@put@frame nimmt den Inhalt der \@tempboxa und packt alles oder nur einen Teil
%% auf die Seite mit dem Rahmen.
%% Es ist rekursiv, solange alles von der \@tempboxa aufgebraucht ist (\@tempboxa muss die Tiefe 0 haben.)
%% Erste Iteration: Versuche alles in einen Rahmen zu bekommen. Falls es nicht passt, 
%% splitte es fuer die erste Rahmenumgebung
%% Spaetere Iteration: Versuche alles in den letzten Rahmen zu bekommen. Falls es nicht passt,
%% splitte es erneut. (Versuchsstadium -- Da bisher nur Anfang und Ende enthalten)



\def\md@put@frame{\relax%
   \md@freepagevspace
   \ifdimless{\md@freevspace@length}{1.999\baselineskip}
             {\md@PackageInfo{Not enough space on this page}%die Seite hat nur noch minimal Platz
              \clearpage%
              \md@put@frame
             }{%
               %Hier berechnung Box-Inhalt+Rahmen oben und unten
              \setlength{\md@verticalmarginwhole@length}{\ht\@tempboxa+\dp\@tempboxa}%
              \addtolength{\md@verticalmarginwhole@length}{%
                 \mdf@outerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@innerlinewidth@length%
                +\mdf@innertopmargin@length%
                +\mdf@innerbottommargin@length%
                +\mdf@innerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@outerlinewidth@length%
                }%
                \ifnumequal{\mdf@style}{0}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                 \ifbool{mdf@bottomline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                }{}              
                \ifnumequal{\mdf@style}{3}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                 \ifbool{mdf@bottomline}{}%
                   {\addtolength{\md@verticalmarginwhole@length}{-\mdf@middlelinewidth@length}%
                   }%
                }{}
                \ifdimless{\md@verticalmarginwhole@length}{\md@freevspace@length}%
                {\md@putbox@single}%passt auf Seite
                {\md@put@frame@i}%passt nicht auf Seite
             }
}

\def\md@put@frame@i{%Box muss gesplittet werden -- Ausgabe der ersten Teilbox
      %Berechnung der Splittgroesse -- Linien und Abstand oben
      \md@freepagevspace
      \setlength{\dimen@}{\md@freevspace@length}%
      \addtolength{\dimen@}{%
                -\mdf@outerlinewidth@length%
                -\mdf@middlelinewidth@length%
                -\mdf@innerlinewidth@length%
                -\mdf@innertopmargin@length%
                -\mdf@splitbottomskip@length%
                }%
      \ifnumequal{\mdf@style}{0}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\dimen@}{+\mdf@middlelinewidth@length}%
                   }%
                }{}
       \ifnumequal{\mdf@style}{3}%
                {\ifbool{mdf@topline}{}%
                   {\addtolength{\dimen@}{\mdf@middlelinewidth@length}%
                   }%
                }{}
       \ifdimless{\ht\@tempboxa+\dp\@tempboxa}{\dimen@}%
         {\md@PackageWarning{You got a bad break\MessageBreak
                             you have to change it manually\MessageBreak
                             by changing the text, the space\MessageBreak
                             or something else}%
         \addtolength{\dimen@}{-1.8\baselineskip}
         }{}%
         \addtolength{\dimen@}{-\pageshrink}%Box darf nicht zu GroÃ� werden.
         \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
         \setbox\tw@\vsplit\@tempboxa to \dimen@
         \setbox\tw@\vbox{\unvbox\tw@}%
         \ifdimgreater{\ht\tw@+\dp\tw@}{\dimen@}{%Falsch gesplittet
             \setlength\dimen@i{\dimen@}
             \addtolength{\dimen@}{-\ht\tw@-\dp\tw@}
             \addtolength\dimen@i{0.5\dimen@}
             \boxmaxdepth\z@ \splittopskip\z@%
             \setbox\@tempboxa\vbox{\unvbox\tw@\unvbox\@tempboxa}
             \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
             \setbox\tw@\vsplit\@tempboxa to \dimen@i
             \setbox\tw@\vbox{\unvbox\tw@}%
             }{}%
         \setbox\@tempboxa\vbox{\unvbox\@tempboxa}%PRUEFEN!!!!
         \ifvoid\@tempboxa
           \md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the page settings\MessageBreak
                               like enlargethispage or something else}%
         \fi
         \ifdimequal{\wd\tw@}{0pt}%%pruefe, ob erste Box leer ist
            {\clearpage%
             \md@put@frame}%
          {\md@putbox@first%%Groesse des Splittens passt
           \eject%\clearpage%
           \md@put@frame@ii}%
}


\def\md@put@frame@ii{%Ausgabe der mittleren Box(en) wenn vorhanden
  \setlength{\md@freevspace@length}{\vsize}%
  \setlength{\dimen@}{\ht\@tempboxa+\dp\@tempboxa}%
  \addtolength{\dimen@}{%%Addition der Linien unten
                 \mdf@outerlinewidth@length%
                +\mdf@middlelinewidth@length%
                +\mdf@innerlinewidth@length%
                +\mdf@innerbottommargin@length%
                }%
   \ifboolexpr{( bool {mdf@bottomline} )
               and
               (  test {\ifnumequal{\mdf@style}{0}} 
                  or
                  test {\ifnumequal{\mdf@style}{3}}
              )
              }%
              {}{\addtolength{\dimen@}{-\mdf@middlelinewidth@length}}%
    \ifdimgreater{\dimen@}{\md@freevspace@length}%
    {%
        \addtolength{\md@freevspace@length}{%%Abzug der Linien unten
                    -\mdf@splitbottomskip@length%
                    }%
        \boxmaxdepth\z@ \splittopskip\mdf@splittopskip@length%
        \setbox\tw@\vsplit\@tempboxa to \md@freevspace@length%
        \setbox\tw@\vbox{\unvbox\tw@}%PRUEFEN!!!
        \setbox\@tempboxa\vbox{\unvbox\@tempboxa}%PRUEFEN!!!!
        \ifvoid\@tempboxa\relax%
           \md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the settings}%
         \fi%
        \md@putbox@middle%
        \clearpage\md@put@frame@ii%
     }%Hier die Ausgabe der mittleren Box
     {\ifdimequal{\wd\@tempboxa}{\z@}{\md@PackageWarning{You got a bad break\MessageBreak
                               because the splittet box is empty\MessageBreak
                               You have to change the settings}%
                   }{}%
      \md@putbox@second}%Hier kommt die Ausgabe der letzten Box
}




\catcode`\|=\md@arrayparboxrestore  %%%????




% \md@arrayparboxrestore has parts of \@parboxrestore, performing a similar but 
% less complete restoration of a default layout.  See how it is used in the 
% "settings" argument of \MakeFrame.  Though not a parameter, \hsize 
% should be set to the desired total line width available inside the
% frame before invoking \md@arrayparboxrestore.  
\def\md@arrayparboxrestore{%
   %%%AUS ltboxes.dtx -> \@arrayparboxrestore
   \let\if@nobreak\iffalse
   \let\if@noskipsec\iffalse  
   \let\-\@dischyph                         %%%Default \let\@dischyph=\-
   \let\'\@acci\let\`\@accii\let\=\@acciii  %%%Default: \let\@acci\' \let\@accii\` \let\@acciii\= <- Sicher gehen
                                            %%%dass Defaultwerte erhalten sind
                                            %%%Scheinen Mathesymbole zu sein ???
   % Test ob Listenumgebung enthalten ist
   \ifnum \ifdim\@totalleftmargin>\z@ 1\fi  %%%In latex.ltx->totalleftmargin=\z@, ausser in list-Umgebung:
                                            %%%\advance\@totalleftmargin \leftmargin
          \ifdim\rightmargin     >\z@ 1\fi  %%%Default \rightmargin=\z@, Ausnahme: quote usw.
          \ifnum\@listdepth      >0   1\fi  %%%Zaehler fuer Listentiefe -> Keine Liste \@listdepth=0 sonst, je Ebene +1
           0>\z@                            %%%Ist ein Parameter erfuellt, dann ist es eine Listenumgebung
     \@setminipage                          %%%Passform rund um das Element
     % Nun wird versucht, Aenderungen der Breite von \hsize entsprechend der Listenparameter zu uebergeben.
     % Dies ist defizitaer, denn eine erweiterte Moeglichkeit, Aenderungen der Textdimension anzugegeben
     % ist (noch) nicht vorgesehen, insbesondere keine getrennte linke / rechte Einstellung.
     \advance\linewidth-\columnwidth \advance\linewidth\md@horizontalspaceofbox
     \parshape\@ne \@totalleftmargin \linewidth %%% parshape definiert das Aussehen  eines Absatzes Zeile fuer Zeile.
                                                %%% Seine Parameterversorgung geschieht mittels der folgenden Syntax:
                                                %%% \parshape = n i1 l1 i2 l2 ... in ln.
                                                %%% Dabei gibt der Parameter n an, fuer wieviele Zeilen Definitionspaare folgen.
                                                %%% Jedes Definitionspaar besteht aus der Angabe i_j fuer den Einzug und
                                                %%% der Laengenangabe l_j fuer die entsprechende Zeile. Sind mehr als n Zeilen
                                                %%% vorhanden, so wird die letzte Angabe stets weiter verwendet
   \else % Not in list
     \linewidth=\md@horizontalspaceofbox
   \fi
   \sloppy
}

%%==================================================%%
%%= Sicherstellen, dass Optionen nur global setzbar=%%
%%==================================================%%

\DisableKeyvalOption[%  
  action=warning,  
  package=mdframed,    
]{mdf}{globalstyle}%


\DisableKeyvalOption[%  
  action=warning,  
  package=mdframed,    
]{mdf}{xcolor}%


\endinput
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
EOF
EOF
EOF
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\label{2}
In order to survive -{} at least on the species level -{} we continually need to make decisions:
\begin{myitemize}
\item{} \symbol{34}Should I cross the road?\symbol{34}
\item{} \symbol{34}Should I run away from the creature in front of me?\symbol{34}
\item{} \symbol{34}Should I eat the thing in front of me?\symbol{34}
\item{} \symbol{34}Or should I try to mate it?\symbol{34}
\end{myitemize}


To help us to make the right decision, and make that decision quickly, we have developed an elaborate system: a sensory system to notice what\textquotesingle{}s going on around us; and a nervous system to handle all that information. And this system is big. VERY big! Our nervous system contains about {$10^{11}$} nerve cells (or {\itshape neurons}), and about 10-{}50 times as many supporting cells. These supporting cells, called {\itshape gliacells}, include {\itshape oligodendrocytes}, {\itshape Schwann cells}, and {\itshape astrocytes}. But do we really need all these cells?
\section{Keep it simple: Unicellular Creatures}
\label{3}

The answer is: \symbol{34}No!\symbol{34}, we do not REALLY need that many cells in order to survive. Creatures existing of a single cell can be large, can respond to multiple stimuli, and can also be remarkably smart!
\begin{longtable}{>{\RaggedRight}p{0.45982\linewidth}>{\RaggedRight}p{0.45982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{0.37500\textwidth}\begin{center}\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/1.jpg}\end{center}\myfigurewithcaption{1}{Xenophyophores are the largest known unicellular organisms, and can get up to 20 cm in diameter!}\end{minipage}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{0.37500\textwidth}\begin{center}\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/2.jpg}\end{center}\myfigurewithcaption{2}{ Paramecium, or \symbol{34}slipper animalcules\symbol{34}, respond to light and touch.}\end{minipage} 
\end{longtable}


We often think of cells as really small things. But {\itshape Xenophyophores} (see image) unicellular organisms that are found throughout the world\textquotesingle{}s oceans, and can get as large as 20 centimetres in diameter.

And even with this single cell, those organisms can respond to a number of stimuli. For
example look at a creature from the group {\itshape Paramecium}: the paramecium is a group of
unicellular ciliate protozoa formerly known as {\itshape slipper animalcules}, from their slipper
shape. (The corresponding word in German is {\itshape Pantoffeltierchen}.) Despite the fact that these
creatures consist of only one cell, they are able to respond to different environmental
stimuli, e.g. to light or to touch.


And such unicellular organisms can be amazingly smart: the plasmodium of the slime mould {\itshape Physarum polycephalum} is a large amoebalike cell consisting of a dendritic nework of tube-{}like structures. This single cell creature manages to connect sources finding the shortest connections (Nakagaki et al.  2000), and can even build efficient, robust and optimized network structures that resemble the Tokyo underground system (Tero et al. 2010). In addition, it has somehow developed the ability to read its tracks and tell if its been in a place before or not: this way it can save energy and not forage through locations where effort has already been put (Reid et al. 2012).

On the one hand, the approach used by the paramecium cannot be too bad, as they have been around for a long time. On the other hand, a single cell mechanism cannot be as flexible and as accurate in its responses as a more refined version of creatures, which use a dedicated, specialized system just for the registration of the environment: a Sensory System.
\section{Not so simple: Three-{}hundred-{}and-{}two Neurons}
\label{4}
While humans have hundreds of millions of sensory nerve cells, and about {$10^{11}$} nerve cells, other creatures get away with significantly less. A famous one is {\itshape Caenorhabditis elegans},  a nematode with a total of 302 neurons.



\begin{minipage}{0.75000\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/3.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{3}{ Crawling {\itshape C. elegans}, a hermaphrodite worm with exactly 302 neurons.}
\end{minipage}\vspace{0.75cm}



C. elegans is one of the simplest organisms with a nervous system, and it was the first multicellular organism to have its genome completely sequenced. (The sequence was published in 1998.) And not only do we know its complete genome, we also know the connectivity between all 302 of its neurons. In fact, the developmental fate of every single somatic cell (959 in the adult hermaphrodite; 1031 in the adult male) has been mapped out.
We know, for example, that only 2 of the 302 neurons are responsible for chemotaxis (“movement guided by chemical cues”, i.e. essentially smelling). Nevertheless, there is still a lot of research conducted – also on its smelling -{} in order to understand how its nervous system works!
\section{General principles of Sensory Systems}
\label{5}
Based on the example of the visual system, the general principle underlying our neuro-{}sensory system can be  described as below:



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/4.png}
\end{center}
\raggedright{}\myfigurewithcaption{4}{690}
\end{minipage}\vspace{0.75cm}



All sensory systems are based on

\begin{myitemize}
\item{}  a {\itshape Signal}, i.e. a physical stimulus, provides information about our surrounding.
\item{}  the {\itshape Collection} of this signal, e.g. by using an ear or the lens of an eye.
\item{}  the {\itshape Transduction} of this stimulus into a nerve signal.
\item{}  the {\itshape Processing} of this information by our nervous system.
\item{}  And the generation of a resulting {\itshape Action}.
\end{myitemize}


While the underlying physiology restricts the maximum frequency of our nerve-{}cells to about 1
kHz, more than one-{}million times slower than modern computers, our nervous system still
manages to perform stunningly difficult tasks with apparent ease. The trick: there are lots of
nerve cells (about {$10^{11}$}), and they are massively connected (one nerve cell can have up to 150\textquotesingle{}000 connections with other nerve cells).
\section{Transduction}
\label{6}

The role of our \symbol{34}senses\symbol{34} is to transduce relevant information from the world surrounding us into a type of signal that is understood by the next cells receiving that signal: the \symbol{34}Nervous System\symbol{34}. (The sensory system is often regarded as part of the nervous system. Here I will try to keep these two apart, with the expression Sensory System referring to the stimulus transduction, and the Nervous System referring to the subsequent signal processing.) Note here that only relevant information is to be transduced by the sensory system! The task of our senses is NOT to show us everything that is happening around us. Instead, their task is to filter out the important bits of the signals around us: electromagnetic signals, chemical signals, and mechanical ones. Our Sensory Systems transduce those environmental variables that are (probably) important to us. And the Nervous System propagates them in such a way that the responses that we take help us to survive, and to pass on our genes.
\subsection{Types of sensory transducers}
\label{7}
\begin{myenumerate}
\item{}  {\bfseries Mechanical receptors}
\begin{myitemize}
\item{}  Balance system (vestibular system)
\item{}  Hearing (auditory system)
\item{}  Pressure:
\begin{myitemize}
\item{}  Fast adaptation (Meissner’s corpuscle, Pacinian corpuscle) ? movement
\item{}  Slow adaptation (Merkel disks, Ruffini endings) ? shape Comment: these signals are transferred fast
\end{myitemize}

\item{}  Muscle spindles
\item{}  Golgi organs: in the tendons
\item{}  Joint-{}receptors
\end{myitemize}

\item{}  {\bfseries Chemical receptors}
\begin{myitemize}
\item{}  Smell (olfactory system)
\item{}  Taste
\end{myitemize}

\item{}  {\bfseries Light-{}receptors} (visual system): here we have light-{}dark receptors (rods), and three different color receptors (cones)
\item{}  {\bfseries Thermo-{}receptors}
\begin{myitemize}
\item{}  Heat-{}sensors (maximum sensitivity at \~{} 45°C, signal temperatures <{} 50°C)
\item{}  Cold-{}sensors (maximum sensitivity at \~{} 25°C, signal temperatures >{} 5°C)
\item{}  Comment: The information processing of these signals is similar to those of visual color signals, and is based on differential activity of the two sensors; these signals are slow
\end{myitemize}

\item{}  {\bfseries Electro-{}receptors}: for example in the bill of the platypus
\item{}  {\bfseries Magneto-{}receptors}
\item{}  {\bfseries Pain receptors (nocioceptors)}: pain receptors are also responsible for itching; these signals are passed on slowly.
\end{myenumerate}

\section{Neurons}
\label{8}

Now what distinguishes neurons from other cells in the human body, like liver cells or fat cells? Neurons are unique, in that they:

\begin{myitemize}
\item{}  can switch quickly between two states (which can also be done by muscle cells). 
\item{}  That they can propagate this change into a specified direction and over longer distances (which cannot also be done by muscle cells).
\item{}  And that this state-{}change can be signalled effectively to other connected neurons.
\end{myitemize}


While there are more than 50 distinctly different types of neurons, they all share the same structure:



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/5.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{5}{ a) Dendrites, b) Soma, c) Nucleus, d) Axon hillock, e) Sheathed Axon, f) Myelin Cell, g) Node of Ranvier, h) Synapse }
\end{minipage}\vspace{0.75cm}



\begin{myitemize}
\item{}  An {\bfseries input stage}, often called {\itshape dendrites}, as the input-{}area often spreads out like the branches of a tree. Input can come from sensory cells or from other neurons; it can come from a single cell (e.g. a bipolar cell in the retina receives input from a single cone), or from up to 150’000 other neurons (e.g. Purkinje cells in the Cerebellum); and it can be positive (excitatory) or negative (inhibitory).
\end{myitemize}


\begin{myitemize}
\item{}  An {\bfseries integrative stage}: the cell body does the household chores (generating the energy, cleaning up, generating the required chemical substances, etc), combines the incoming signals, and determines when to pass a signal on down the line.
\end{myitemize}


\begin{myitemize}
\item{}  A {\bfseries conductile stage}, the {\itshape axon}: once the cell body has decided to send out a signal, an action potential propagates along the axon, away from the cell body. An action potential is a quick change in the state of a neuron, which lasts for about 1 msec. Note that this defines a clear direction in the signal propagation, from the cell body, to the:
\end{myitemize}


\begin{myitemize}
\item{}   {\bfseries output Stage}: The output is provided by {\itshape synapses}, i.e. the points where a neuron contacts the next neuron down the line, most often by the emission of neurotransmitters (i.e. chemicals that affect other neurons) which then provide an input to the next neuron.
\end{myitemize}

\section{Principles of Information Processing in the Nervous System}
\label{9}
\subsection{Parallel processing}
\label{10}

An important principle in the processing of neural signals is parallelism. Signals from different locations have different meaning. This feature, sometimes also referred to as line labeling, is used by the
\begin{myitemize}
\item{}  Auditory system	-{} to signal frequency
\item{}  Olfactory system	-{} to signal sweet or sour
\item{}  Visual system		-{} to signal the location of a visual signal
\item{}  Vestibular system	-{} to signal different orientations and movements
\end{myitemize}

\subsection{Population Coding}
\label{11}
Sensory information is rarely based on the signal nerve. It is typically coded by different patterns of activity in a population of neurons. This principle can be found in all our sensory systems.
\subsection{Learning}
\label{12}
The structure of the connections between nerve cells is not static. Instead it can be modified, to incorporate experiences that we have made. Thereby nature walks a thin line:

-{} If we learn too slowly, we might not make it. One example is the \symbol{34}Eskimo curlew\symbol{34}, an American bird which may be extinct by now. In the last century (and the one before), this bird was shot in large numbers. The mistake of the bird was: when some of them were shot, the others turned around, maybe to see what\textquotesingle{}s up. So they were shot in turn -{} until the birds were essentially gone. The lesson: if you learn too slowly (i.e. to run away when all your mates are killed), your species might not make it.

-{} On the other hand, we must not learn too fast, either. For example, the monarch butterfly migrates. But it takes them so long to get from \symbol{34}start\symbol{34} to \symbol{34}finish\symbol{34}, that the migration cannot be done by one butterfly alone. In other words, no single butterfly makes the whole journey. Nevertheless, the genetic disposition still tells the butterflies where to go, and when they are there. If they would learn any faster -{} they could never store the necessary information in their genes.
In contrast to other cells in the human body, nerve cells are not re-{}generated in the human body.
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\label{14}\section{Simulating Action Potentials}
\label{15}
\subsection{Action Potential}
\label{16}
The \symbol{34}action potential\symbol{34} is the stereotypical voltage change that is used to propagate signals in the nervous system.
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\raggedright{}\myfigurewithcaption{6}{Action potential – Time dependence}
\end{minipage}\vspace{0.75cm}


With the mechanisms described below, an incoming stimulus (of any sort) can lead to a change in the voltage potential of a nerve cell. Up to a certain threshold, that\textquotesingle{}s all there is to it (\symbol{34}Failed initiations\symbol{34} in Fig. 4). But when the Threshold of voltage-{}gated ion channels is reached, it comes to a feed-{}back reaction that almost immediately completely opens the Na+-{}ion channels (\symbol{34}Depolarization\symbol{34} below):
This reaches a point where the permeability for Na+ (which is in the resting state is about 1\% of the permeability of K+) is 20\textbackslash{}*larger than that of K+. Together, the voltage rises from about -{}60mV to about +50mV. At that point internal reactions start to close (and block) the Na+ channels, and open the K+ channels to restore the equilibrium state. During this \symbol{34}Refractory period\symbol{34} of about 1 m, no depolarization can elicit an action potential. Only when the resting state is reached can new action potentials be triggered.

To simulate an action potential, we first have to define the different elements of the cell membrane, and how to describe them analytically.
\subsection{Cell Membrane}
\label{17}
The cell membrane is made up by a water-{}repelling, almost impermeable double-{}layer of proteins, the {\itshape cell membrane}. 
The real power in processing signals does not come from the cell membrane, but from ion channels that are embedded into that membrane. Ion channels are proteins which are embedded into the cell membrane, and which can selectively be opened for certain types of ions. (This selectivity is achieved by the geometrical arrangement of the amino acids which make up the ion channels.) In addition to the Na+ and K+ ions mentioned above, ions that are typically found in the nervous system are the cations Ca2+, Mg2+, and the anions Cl-{} .
\subsubsection{States of ion channels}
\label{18}
Ion channels can take on one of three states:
\begin{myitemize}
\item{}  Open (For example, an open Na-{}channel lets Na+ ions pass, but blocks all other types of ions).
\item{}  Closed, with the option to open up.
\item{}  Closed, unconditionally.
\end{myitemize}

\subsubsection{Resting state}
\label{19}
The typical default situation – when nothing is happening -{} is characterized by K+ that are open, and the other channels closed. In that case two forces determine the cell voltage: 
\begin{myitemize}
\item{}  The (chemical) concentration difference between the intra-{}cellular and extra-{}cellular concentration of K+, which is created by the continuous activity of the ion pumps described above.
\item{}  The (electrical) voltage difference between the inside and outside of the cell.
\end{myitemize}


The equilibrium is defined by the Nernst-{}equation:

{${{E}_{X}}=\frac{RT}{zF}\ln \frac{{{[X]}_{o}}}{{{[X]}_{i}}}$}

R ... gas-{}constant, T ... temperature, z ... ion-{}valence, F ... Faraday constant, {$\text{[}$}X{$\text{]}$}o/i … ion concentration outside/ inside.
At 25° C, RT/F is 25 mV, which leads to a resting voltage of

{${{E}_{X}}=\frac{58mV}{z}\log \frac{{{[X]}_{o}}}{{{[X]}_{i}}}$}

With typical K+ concentration inside and outside of neurons, this yields {$E_{K+} = -75 mV$}.
If the ion channels for K+, Na+ and Cl-{} are considered simultaneously, the equilibrium situation is characterized by the Goldman-{}equation

{${{V}_{m}}=\frac{RT}{F}\ln \frac{{{P}_{K}}{{[{{K}^{+}}]}_{o}}+{{P}_{Na}}{{[N{{a}^{+}}]}_{o}}+{{P}_{Cl}}{{[Cl-]}_{i}}}{{{P}_{K}}{{[{{K}^{+}}]}_{i}}+{{P}_{Na}}{{[N{{a}^{+}}]}_{i}}+{{P}_{Cl}}{{[Cl-]}_{o}}}$}

where Pi denotes the permeability of Ion \symbol{34}i\symbol{34}, and I the concentration. Using typical ion concentration, the cell has in its resting state a negative polarity of about -{}60 mV.
\subsubsection{Activation of Ion Channels}
\label{20}
The nifty feature of the ion channels is the fact that their permeability can be changed by
\begin{myitemize}
\item{}  A mechanical stimulus (mechanically activated ion channels)
\item{}  A chemical stimulus (ligand activated ion channels)
\item{}  Or an by an external voltage (voltage gated ion channels)
\item{}  Occasionally ion channels directly connect two cells, in which case they are called gap junction channels.
\end{myitemize}


{\bfseries Important}
\begin{myitemize}
\item{}  Sensory systems are essentially based ion channels, which are activated by a mechanical stimulus (pressure, sound, movement), a chemical stimulus (taste, smell), or an electromagnetic stimulus (light), and produce a \symbol{34}neural signal\symbol{34}, i.e. a voltage change in a nerve cell.
\item{}  Action potentials use voltage gated ion channels, to change the \symbol{34}state\symbol{34} of the neuron quickly and reliably.
\item{}  The communication between nerve cells predominantly uses ion channels that are activated by neurotransmitters, i.e. chemicals emitted at a synapse by the preceding neuron. This provides the maximum flexibility in the processing of neural signals.
\end{myitemize}

\subsubsection{Modeling a voltage dependent ion channel}
\label{21}
Ohm\textquotesingle{}s law relates the resistance of a resistor, R, to the current it passes, I, and the voltage drop across the resistor, V:

{$V=IR$}

or

{$I=gV$}

where {$g=1/R$} is the conductance of the resistor. If you now suppose that the conductance is directly proportional to the probability that the channel is in the open conformation, then this equation becomes

{$I={{g}_{\max }}*n*V$}

where gmax is the maximum conductance of the cannel, and n is the probability that the channel is in the open conformation.

{\bfseries Example: the K-{}channel}

Voltage gated potassium channels (Kv) can be only open or closed. Let α be the rate the channel goes from closed to open, and β the rate the channel goes from open to closed

{${{({{K}_{v}})}_{closed}}\underset{\beta }{\overset{\alpha }{\longleftrightarrow}}{{({{K}_{v}})}_{open}}$}

Since n is the probability that the channel is open, the probability that the channel is closed has to be (1-{}n), since all channels are either open or closed. Changes in the conformation of the channel can therefore be described by the formula

{$\frac{dn}{dt}=(1-n)\alpha -n\beta =\alpha -(\alpha +\beta )n$}

Note that α and β are voltage dependent! With a technique called \symbol{34}voltage-{}clamping\symbol{34}, Hodgkin and Huxley determine these rates in 1952, and they came up with something like

{$\alpha (V)=\frac{0.01*\left( V+10 \right)}{\begin{aligned}   & \exp \left( \frac{V+10}{10} \right)-1 \\   & \beta (V)=0.125*\exp \left( \frac{V}{80} \right) \\  \end{aligned}}$}

If you only want to model a voltage-{}dependent potassium channel, these would be the equations to start from. (For voltage gated Na channels, the equations are a bit more difficult, since those channels have three possible conformations: open, closed, and inactive.)
\subsection{Hodgkin Huxley equation}
\label{22}
The feedback-{}loop of voltage-{}gated ion channels mentioned above made it difficult to determine their exact behaviour. In a first approximation, the shape of the action potential can be explained by analyzing the electrical circuit of a single axonal compartment of a neuron, consisting of the following components: 1) membrane capacitance, 2) Na channel, 3) K channel, 4) leakage current:
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\raggedright{}\myfigurewithcaption{7}{Circuit diagram of neuronal membrane based on Hodgkin and Huxley model.}
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The final equations in the original Hodgkin-{}Huxley model, where the currents in of chloride ions and other leakage currents were combined, were as follows:

{${{C}_{m}}\frac{dV}{dt}={{G}_{Na}}{{m}^{3}}h({{E}_{Na}}-V)+{{G}_{K}}{{n}^{4}}({{E}_{K}}-V)+{{G}_{m}}({{V}_{rest}}-V)+{{I}_{inj}}(t)$}
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\raggedright{}\myfigurewithcaption{8}{Spiking behavior of a Hodgkin-{}Huxley model.}
\end{minipage}\vspace{0.75cm}



where m, h, and n are time-{} and voltage dependent functions which describe the membrane-{}permeability. For example, for the K channels n obeys the equations described above, which were determined experimentally with voltage-{}clamping. These equations describe the shape and propagation of the action potential with high accuracy!
The model can be solved easily with open source tools, e.g. the Python Dynamical Systems Toolbox {\itshape PyDSTools}. A simple solution file is available under \myfootnote{
\myhref{ 
 }{ Hodgkin-{}Huxley Simulations {$\text{[}$}Python{$\text{]}$}
 }. . Retrieved  }
, and the output is shown below.
\paragraph{Links to full Hodgkin-{}Huxley model}
{$\text{ }$}\newline\label{23}
\begin{myitemize}
\item{}  \myplainurl{http://itb.biologie.hu-berlin.de/~stemmler/sec1.html\#SECTION00020000000000000000}
\item{}  \myplainurl{http://www.afodor.net/HHModel.htm}
\end{myitemize}

\subsection{Modeling the Action Potential Generation: The Fitzhugh-{}Nagumo model}
\label{24}
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\raggedright{}\myfigurewithcaption{9}{Phaseplane plot of the Fitzhugh-{}Nagumo model, with (a=0.7, b=0.8, c=3.0, I=-{}0.4). Solutions for four different starting conditions are shown. The dashed lines indicate the nullclines, and the \symbol{34}o\symbol{34} the fixed point of the model. I=-{}0.2 would be a stimulation below threshold, leading to a stationary state. And I=-{}1.6 would hyperpolarize the neuron, also leading to a -{} different -{} stationary state.}
\end{minipage}\vspace{0.75cm}



The Hodgkin-{}Huxley model has four dynamical variables: the voltage V, the probability that the K channel is open, n(V), the probability that the Na channel is open given that it was closed previously, m(V), and the probability that the Na channel is open given that it was inactive previously, h(V). 
A simplified model of action potential generation in neurons is the Fitzhugh-{}Nagumo (FN) model. Unlike the Hodgkin-{}Huxley model, the FN model has only two dynamic variables, by combining the variables V and m into a single variable v, and combining the variables n and h into a single variable r

{$\begin{aligned}   & \frac{dv}{dt}=c(v-\frac{1}{3}{{v}^{3}}+r+I) \\   & \frac{dr}{dt}=-\frac{1}{c}(v-a+br) \\  \end{aligned}$}

I is an external current injected into the neuron. Since the FN model has only two dynamic variables, its full dynamics can be explored using phase plane methods (Sample solution in Python here \myfootnote{
\myhref{ 
 }{ Fitzhugh-{}Nagumo Model {$\text{[}$}Python{$\text{]}$}
 }. . Retrieved  })
\section{Simulating a Single Neuron with Positive Feedback}
\label{25}
The following two examples are taken from 
\myfootnote{
\myhref{ 
 }{ Tutorial on Neural systems Modeling
 }. . Retrieved  
}
. This book provides a fantastic introduction into modeling simple neural systems, and gives a good understanding of the underlying information processing.
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\raggedright{}\myfigurewithcaption{10}{Simple neural system with feedback.}
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Let us first look at the response of a single neuron, with an input x(t), and with feedback onto itself. The weight of the input is v, and the weight of the feedback w. The response y(t) of the neuron is given by

{$y(t)=wy(t-1)+vx(t-1)$}

This shows how already very simple simulations can capture signal processing properties of real neurons.
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\raggedright{}\myfigurewithcaption{11}{System output for a input pulse: a “leaky integrator”}
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\section{Simulating a Simple Neural System}
\label{26}
Even very simple neural systems can display a surprisingly versatile set of behaviors. An example is Wilson\textquotesingle{}s model of the locust-{}flight central pattern generator. Here the system is described by

{$\vec{y}(t)=\mathbf{W}\cdot \vec{y}(t-1)+\vec{v}\,x(t-1)$}

W is the connection matrix describing the recurrent connections of the neurons, and   describes the input to the system.
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\raggedright{}\myfigurewithcaption{12}{Input x connects to units yi (i=1,2,3,4) with weights vi , and units y_l (l = 1,2,3,4) connect to units y_k (k = 1,2,3,4) with weights w_kl . For clarity, the self-{}connections of y2 and y3 are not shown, and the individual forward and recurrent weights are not labeled. Based on Tom Anastasio\textquotesingle{}s excellent book \symbol{34}Tutorial on Neural Systems Modeling\symbol{34}.}
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\raggedright{}\myfigurewithcaption{13}{The response of units representing motoneurons in the inear version of Wilson’s model of the locust-{}flight central pattern generator (CPG): A simple input pulse elicits a sustained antagonistic oscillation in neurons 2 and 3.}
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Generally speaking, visual systems rely on electromagnetic (EM) waves to give an organism more information about its surroundings. This information could be regarding potential mates, dangers and sources of sustenance. Different organisms have different constituents that make up what is referred to as a visual system. 

The complexity of eyes range from something as simple as an eye spot, which is nothing more than a collection of photosensitive cells, to a fully fledged camera eye. If an organism has different types of photosensitive cells, or cells sensitive to different wavelength ranges, the organism would theoretically be able to perceive colour or at the very least colour differences. Polarisation, another property of EM radiation, can be detected by some organisms, with insects and cephalopods having the highest accuracy.

Please note, in this text, the focus has been on using EM waves to see. Granted, some organisms have evolved alternative ways of obtaining sight or at the very least supplementing what they see with extra-{}sensory information. For example, whales or bats, which use echo-{}location. This may be seeing in some sense of the definition of the word, but it is not entirely correct. Additionally, vision and visual are words most often associated with EM waves in the visual wavelength range, which is normally defined as the same wavelength limits of human vision. Since some organisms detect EM waves with frequencies below and above that of humans a better definition must be made. We therefore define the visual wavelength range as wavelengths of EM between 300nm and 800nm. This may seem arbitrary to some, but selecting the wrong limits would render parts of some bird\textquotesingle{}s vision as non-{}vision. Also, with this range of wavelengths, we have defined for example the thermal-{}vision of certain organisms, like for example snakes as non-{}vision. Therefore snakes using their pit organs, which is sensitive to EM between 5000nm and 30,000nm (IR), do not \symbol{34}see\symbol{34}, but somehow \symbol{34}feel\symbol{34} from afar. Even if blind specimens have been documented targeting and attacking particular body parts.

Firstly a brief description of different types of visual system sensory organs will be elaborated on, followed by a thorough explanation of the components in human vision, the signal processing of the visual pathway in humans  and finished off with an example of the perceptional outcome due to these stages.
\subsection{Sensory Organs}
\label{32}
Vision, or the ability to see depends on visual system sensory organs or eyes. There are many different constructions of eyes, ranging in complexity depending on the requirements of the organism. The different constructions have different capabilities, are sensitive to different wave-{}lengths and have differing degrees of acuity, also they require different processing to make sense of the input and different numbers to work optimally. The ability to detect and decipher EM has proved to be a valuable asset to most forms of life, leading to an increased chance of survival for organisms that utilise it. In environments without sufficient light, or complete lack of it, lifeforms have no added advantage of vision, which ultimately has resulted in atrophy of visual sensory organs with subsequent increased reliance on other senses (e.g. some cave dwelling animals, bats etc.). Interestingly enough, it appears that visual sensory organs are tuned to the optical window, which is defined as the EM wavelengths (between 300nm and 1100nm) that pass through the atmosphere reaching to the ground. This is shown in the figure below. You may notice that there exists other \symbol{34}windows\symbol{34}, an IR window, which explains to some extent the thermal-{}\symbol{34}vision\symbol{34} of snakes, and a radiofrequency (RF) window, of which no known lifeforms are able to detect.
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Through time evolution has yielded many eye constructions, and some of them have evolved multiple times, yielding similarities for organisms that have similar niches. There is one underlying aspect that is essentially identical, regardless of species, or complexity of sensory organ type, the universal usage of light-{}sensitive proteins called opsins. Without focusing too much on the molecular basis though, the various constructions can be categorised into distinct groups:

\begin{myitemize}
\item{}  Spot Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Pit Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Pinhole Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Lens Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Refractive Cornea Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Reflector Eyes
\end{myitemize}


\begin{myitemize}
\item{}  Compound Eyes 
\end{myitemize}


The least complicated configuration of eyes enable organisms to simply sense the ambient light, enabling the organism to know whether there is light or not. It is normally simply a collection of photosensitive cells in a cluster in the same spot, thus sometimes referred to as spot eyes, eye spot or stemma. By either adding more angular structures or recessing the spot eyes, an organisms gains access to directional information as well, which is a vital requirement for image formation. These so called pit eyes are by far the most common types of visual sensory organs, and can be found in over 95\% of all known species.
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\raggedright{}\myfigurewithcaption{15}{Pinhole eye}
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Taking this approach to the obvious extreme leads to the pit becoming a cavernous structure, which increases the sharpness of the image, alas at a loss in intensity. In other words, there is a trade-{}off between intensity or brightness and sharpness. An example of this can be found in the Nautilus, species belonging to the family Nautilidae, organisms considered to be living fossils. They are the only known species that has this type of eye, referred to as the pinhole eye, and it is completely analogous to the pinhole camera or the camera obscura. In addition, like more advanced cameras, Nautili are able to adjust the size of the aperture thereby increasing or decreasing the resolution of the eye at a respective decrease or increase in image brightness. Like the camera, the way to alleviate the intensity/resolution trade-{}off problem is to include a lens, a structure that focuses the light unto a central area, which most often has a higher density of photo-{}sensors. By adjusting the shape of the lens and moving it around, and controlling the size of the aperture or pupil, organisms can adapt to different conditions and focus on particular regions of interest in any visual scene. The last upgrade to the various eye constructions already mentioned is the inclusion of a refractive cornea. Eyes with this structure have delegated two thirds of the total optic power of the eye to the high refractive index liquid inside the cornea, enabling very high resolution vision. Most land animals, including humans have eyes of this particular construct. Additionally, many variations of lens structure, lens number, photosensor density, fovea shape, fovea number, pupil shape etc. exists, always, to increase the chances of survival for the organism in question. These variations lead to a varied outward appearance of eyes, even with a single eye construction category. Demonstrating this point, a collection of photographs of animals with the same eye category (refractive cornea eyes) is shown below.
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{\bfseries Refractive Cornea Eyes}
\end{center}
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An alternative to the lens approach called reflector eyes can be found in for example mollusks. Instead of the conventional way of focusing light to a single point in the back of the eye using a lens or a system of lenses, these organisms have mirror like structures inside the chamber of the eye that reflects the light into a central portion, much like a parabola dish. Although there are no known examples of organisms with reflector eyes capable of image formation, at least one species of fish, the spookfish (Dolichopteryx longipes) uses them in combination with \symbol{34}normal\symbol{34} lensed eyes.
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\raggedright{}\myfigurewithcaption{20}{Compound eye}
\end{minipage}\vspace{0.75cm}


The last group of eyes, found in insects and crustaceans, is called compound eyes. These eyes consist of a number of functional sub-{}units called ommatidia, each consisting of a facet, or front surface, a transparent crystalline cone and photo-{}sensitive cells for detection. In addition each of the ommatidia are separated by pigment cells, ensuring the incoming light is as parallel as possible. The combination of the outputs of each of these ommatidia form a mosaic image, with a resolution proportional to the number of ommatidia units. For example, if humans had compound eyes, the eyes would have covered our entire faces to retain the same resolution.
As a note, there are many types of compound eyes, but delving to deep into this topic is beyond the scope of this text.

Not only the type of eyes vary, but also the number of eyes. As you are well aware of, humans usually have two eyes, spiders on the other hand have a varying number of eyes, with most species having 8. Normally the spiders also have varying sizes of the different pairs of eyes and the differing sizes have different functions. For example, in jumping spiders 2 larger front facing eyes, give the spider excellent visual acuity, which is used mainly to target prey. 6 smaller eyes have much poorer resolution, but helps the spider to avoid potential dangers. Two photographs of the eyes of a jumping spider and the eyes of a wolf spider are shown to demonstrate the variability in the eye topologies of arachnids.
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\section{Anatomy of the Visual System}
\label{33}
We humans are visual creatures, therefore our eyes are complicated with many components. In this chapter, an attempt is made to describe these components, thus giving some insight into the properties and functionality of human vision. 
\subsubsection{Getting inside of the eyeball -{} Pupil, iris and the lens}
\label{34}

Light rays enter the eye structure through the black aperture or pupil in the front of the eye. 
The black appearance is due to the light being fully absorbed by the tissue inside the eye. Only through this pupil can light enter into the eye which means the amount of incoming light is effectively determined by the size of the pupil. A pigmented sphincter surrounding the pupil functions as the eye\textquotesingle{}s aperture stop. It is the amount of pigment in this iris, that give rise to the various eye colours found in humans.

In addition to this layer of pigment, the iris has 2 layers of ciliary muscles. A circular muscle called the pupillary sphincter in one layer, that contracts to make the pupil smaller. The other layer has a smooth muscle called the pupillary dilator, which contracts to dilate the pupil. The combination of these muscles can thereby dilate/contract the pupil depending on the requirements or conditions of the person. The ciliary muscles are controlled by ciliary zonules, fibres that also change the shape of the lens and hold it in place.

The lens is situated immediately behind the pupil. Its shape and characteristics reveal a similar purpose to that of camera lenses, but they function in slightly different ways. The shape of the lens is adjusted by the pull of the ciliary zonules, which consequently changes the focal length. Together with the cornea, the lens can change the focus, which makes it a very important structure indeed, however only one third of the total optical power of the eye is due to the lens itself. It is also the eye\textquotesingle{}s main filter. Lens fibres make up most of the material for the lense, which are long and thin cells void of most of the cell machinery to promote transparency. Together with water soluble proteins called crystallins, they increase the refractive index of the lens. The fibres also play part in the structure and shape of the lens itself.
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\raggedright{}\myfigurewithcaption{23}{Schematic diagram of the human eye}
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\subsubsection{Beamforming in the eye – Cornea and its protecting agent -{} Sclera}
\label{35}
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\raggedright{}\myfigurewithcaption{24}{Structure of the Cornea}
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The cornea, responsible for the remaining 2/3 of the total optical power of the eye, covers the iris, pupil and lens. It focuses the rays that pass through the iris before they pass through the lens. The cornea is only 0.5mm thick and consists of 5 layers: 
\begin{myitemize}
\item{}  Epithelium: A layer of epithelial tissue covering the surface of the cornea.
\item{}  Bowman\textquotesingle{}s membrane: A thick protective layer composed of strong collagen fibres, that maintain the overall shape of the cornea.
\item{}  Stroma: A layer composed of parallel collagen fibrils. This layer makes up 90\% of the cornea\textquotesingle{}s thickness.
\item{}  Descemet\textquotesingle{}s membrane and Endothelium: Are two layers adjusted to the anterior chamber of the eye filled with aqueous humor fluid produced by the ciliary body. This fluid moisturises the lens, cleans it and maintains the pressure in the eye ball. The chamber, positioned between cornea and iris, contains a trabecular meshwork body through which the fluid is drained out by Schlemm canal, through posterior chamber. 
\end{myitemize}


The surface of the cornea lies under two protective membranes, called the sclera and Tenon’s capsule. Both of these protective layers completely envelop the eyeball. The sclera is built from collagen and elastic fibres, which protect the eye from external damages, this layer also gives rise to the white of the eye. It is pierced by nerves and vessels with the largest hole reserved for the optic nerve. Moreover, it is covered by conjunctiva, which is a clear mucous membrane on the surface of the eyeball. This membrane also lines the inside of the eyelid. It works as a lubricant and, together with the lacrimal gland, it produces tears, that lubricate and protect the eye. The remaining protective layer, the eyelid, also functions to spread this lubricant around.
\subsubsection{Moving the eyes – extra-{}ocular muscles}
\label{36}

The eyeball is moved by a complicated muscle structure of extra-{}ocular muscles consisting of four rectus muscles – inferior, medial, lateral and superior and two oblique – inferior and superior. Positioning of these muscles is presented below, along with functions: 
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\raggedright{}\myfigurewithcaption{25}{Extra-{}ocular muscles: Green -{} Lateral Rectus; Red -{} Medial Rectus; Cyan -{} Superior Rectus; Pink -{} Inferior Rectus; Dark Blue -{} Superior Oblique; Yellow -{} Inferior Oblique.}
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As you can see, the extra-{}ocular muscles (2,3,4,5,6,8) are attached to the sclera of the eyeball and originate in the annulus of Zinn, a fibrous tendon surrounding the optic nerve. A pulley system is created with the trochlea acting as a pulley and the superior oblique muscle as the rope, this is required to redirect the muscle force in the correct way. The remaining extra-{}ocular muscles have a direct path to the eye and therefore do not form these pulley systems. Using these extra-{}ocular muscles, the eye can rotate up, down, left, right and alternative movements are possible as a combination of these.

Other movements are also very important for us to be able to see. Vergence movements enable the proper function of binocular vision. Unconscious fast movements called saccades, are essential for people to keep an object in focus. The saccade is a sort of jittery movement performed when the eyes are scanning the visual field, in order to displace the point of fixation slightly. When you follow a moving object with your gaze, your eyes perform what is referred to as smooth pursuit. Additional involuntary movements called nystagmus are caused by signals from the vestibular system, together they make up the vestibulo-{}ocular reflexes.

The brain stem controls all of the movements of the eyes, with different areas responsible for different movements.
\begin{myitemize}
\item{}  Pons: Rapid horizontal movements, such as saccades or nystagmus 
\item{}  Mesencephalon: Vertical and torsional movements 
\item{}  Cerebellum: Fine tuning
\item{}  Edinger-{}Westphal nucleus: Vergence movements
\end{myitemize}

\subsubsection{Where the vision reception occurs – The retina}
\label{37}
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\raggedright{}\myfigurewithcaption{26}{Filtering of the light performed by the cornea, lens and pigment epithelium}
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Before being transduced, incoming EM passes through the cornea, lens and the macula. These structures also act as filters to reduce unwanted EM, thereby protecting the eye from harmful radiation. The filtering response of each of these elements can be seen in the figure \symbol{34}Filtering of the light performed by cornea, lens and pigment epithelium\symbol{34}. As one may observe, the cornea attenuates the lower wavelengths, leaving the higher wavelengths nearly untouched. The lens blocks around 25\% of the EM below 400nm and more than 50\% below 430nm. Finally, the pigment ephithelium, the last stage of filtering before the photo-{}reception, affects around 30\% of the EM between 430nm and 500nm.

A part of the eye, which marks the transition from non-{}photosensitive region to photosensitive region, is called the ora serrata. The photosensitive region is referred to as the retina, which is the sensory structure in the back of the eye. The retina consists of multiple layers presented below with millions of photoreceptors called rods and cones, which capture the light rays and convert them into electrical impulses. Transmission of these impulses is nervously initiaed by the ganglion cells and conducted through the optic nerve, the single route by which information leaves the eye.



\begin{minipage}{0.75000\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/27.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{27}{Structure of retina including the main cell components: RPE: retinal pigment epithelium; OS: outer segment of the photoreceptor cells; IS: inner segment of the photoreceptor cells; ONL: outer nuclear layer; OPL: outer plexiform layer; INL: inner nuclear layer
IPL: inner plexiform layer; GC: ganglion cell layer; P: pigment epithelium cell; BM: Bruch-{}Membran; R: rods; C: cones; H: horizontal cell; B: bipolar cell; M: Müller cell; A:amacrine cell; G: ganglion cell; AX: Axon; arrow: Membrane limitans externa.}
\end{minipage}\vspace{0.75cm}



A conceptual illustration of the structure of the retina is shown on the right. As we can see, there are five main cell types: 
\begin{myitemize}
\item{}  photoreceptor cells 
\item{}  horizontal cells 
\item{}  bipolar cells 
\item{}  amecrine cells 
\item{}  ganglion cells 
\end{myitemize}


Photoreceptor cells can be further subdivided into two main types called rods and cones. Cones are much less numerous than rods in most parts of the retina, but there is an enormous aggregation of them in the macula, especially in its central part called the fovea. In this central region, each photo-{}sensitive cone is connected to one ganglion-{}cell. In addition, the cones in this region are slightly smaller than the average cone size, meaning you get more cones per area. Because of this ratio, and the high density of cones, this is where we have the highest visual acuity.
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\raggedright{}\myfigurewithcaption{28}{Density of rods and cones around the eye}
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There are 3 types of human cones, each of the cones responding to a specific range of wavelengths, because of three types of a pigment called photopsin. Each pigment is sensitive to red, blue or green wavelength of light, so we have blue, green and red cones, also called S-{}, M-{} and L-{}cones for their sensitivity to short-{}, medium-{} and long-{}wavelength respectively. It consists of protein called opsin and a bound chromphore called the retinal. The main building blocks of the cone cell are the synaptic terminal, the inner and outer segments, the interior nucleus and the mitochondria. 

The spectral sensitivities of the 3 types of cones: 
\begin{myitemize}
\item{}  1. S-{}cones absorb short-{}wave light, i.e. blue-{}violet light. The maximum absorption wavelength for the S-{}cones is 420nm
\item{}  2. M-{}cones absorb blue-{}green to yellow light. In this case The maximum absorption wavelength is 535nm
\item{}  3. L-{}cones absorb yellow to red light. The maximum absorption wavelength is 565nm
\end{myitemize}
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\raggedright{}\myfigurewithcaption{29}{Cone cell structure}
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The inner segment contains organelles and the cell\textquotesingle{}s nucleus and organelles. The pigment is located in the outer segment, attached to the membrane as trans-{}membrane proteins within the invaginations of the cell-{}membrane that form the membranous disks, which are clearly visible in the figure displaying the basic structure of rod and cone cells. The disks maximize the reception area of the cells. The cone photoreceptors of many vertebrates contain spherical organelles called oil droplets, which are thought to constitute intra-{}ocular filters which may serve to increase contrast, reduce glare and lessen chromatic aberrations caused by the  mitochondrial size gradient from the periphery to the centres. 

Rods have a structure similar to cones, however they contain the pigment rhodopsin instead, which allows them to detect low-{}intensity light and makes them 100 times more sensitive than cones. Rhodopsin is the only pigment found in human rods, and it is found on the outer side of the pigment epithelium, which similarly to cones maximizes absorption area by employing a disk structure. Similarly to cones, the synaptic terminal of the cell joins it with a bipolar cell and the inner and outer segments are connected by cilium. 

The pigment rhodopsin absorbs the light between 400-{}600nm, with a maximum absorption at around 500nm. This wavelength corresponds to greenish-{}blue light which means blue colours appear more intense in relation to red colours at night.
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\raggedright{}\myfigurewithcaption{30}{The sensitivity of cones and rods across visible EM}
\end{minipage}\vspace{0.75cm}



EM waves with wavelengths outside the range of 400 – 700 nm are not detected by either rods nor cones, which ultimately means they are not visible to human beings.

Horizontal cells occupy the inner nuclear layer of the retina. There are two types of horizontal cells and both types hyper-{}polarise in response to light i.e. they become more negative. Type A consists of a subtype called HII-{}H2 which interacts with predominantly S-{}cones. Type B cells have a subtype called HI-{}H1, which features a dendrite tree and an axon. The former contacts mostly M-{} and L-{}cone cells and the latter rod cells. Contacts with cones are made mainly by prohibitory synapses, while the cells themselves are joined into a network with gap junctions. 
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\raggedright{}\myfigurewithcaption{31}{Cross-{}section of the human retina, with bipolar cells indicated in red.}
\end{minipage}\vspace{0.75cm}



Bipolar cells spread single dendrites in the outer plexiform layer and the perikaryon, their cell bodies, are found in the inner nuclear layer. Dendrites interconnect exclusively with cones and rods and we differentiate between one rod bipolar cell and nine or ten cone bipolar cells. These cells branch with amacrine or ganglion cells in the inner plexiform layer using an axon. Rod bipolar cells connect to triad synapses or 18-{}70 rod cells. Their axons spread around the inner plexiform layer synaptic terminals, which contain ribbon synapses and contact a pair of cell processes in dyad synapses. They are connected to ganglion cells with AII amacrine cell links. 

Amecrine cells can be found in the inner nuclear layer and in the ganglion cell layer of the retina. Occasionally they are found in the inner plexiform layer, where they work as signal modulators. They have been classified as narrow-{}field, small-{}field, medium-{}field or wide-{}field depending on their size. However, many classifications exist leading to over 40 different types of amecrine cells. 

Ganglion cells are the final transmitters of visual signal from the retina to the brain. The most common ganglion cells in the retina is the midget ganglion cell and the parasol ganglion cell. The signal after having passed through all the retinal layers is passed on to these cells which are the final stage of the retinal processing chain. All the information is collected here forwarded to the retinal nerve fibres and optic nerves. The spot where the ganglion axons fuse to create an optic nerve is called the optic disc. This nerve is built mainly from the retinal ganglion axons and Portort cells. The majority of the axons transmit data to the lateral geniculate nucleus, which is a termination nexus for most parts of the nerve and which forwards the information to the visual cortex. Some ganglion cells also react to light, but because this response is slower than that of rods and cones, it is believed to be related to sensing ambient light levels and adjusting the biological clock.

\myhref{http://en.wikibooks.org/wiki/Category\%3A}{\LaTeXNullTemplate{}}
\label{38}\section{Signal Processing}
\label{39}
As mentioned before the retina is the main component in the eye, because it contains all the light sensitive cells. Without it, the eye would be comparable to a digital camera without the CCD (Charge Coupled Device) sensor. This part elaborates on how the retina perceives the light, how the optical signal is transmitted to the brain and how the brain processes the signal to form enough information for decision making.
\subsubsection{Creation of the initial signals -{} Photosensor Function}
\label{40}

Vision invariably starts with light hitting the photo-{}sensitive cells found in the retina. Light-{}absorbing visual pigments, a variety of enzymes and transmitters in retinal rods and cones will initiate the conversion from visible EM stimuli into electrical impulses, in a process known as photoelectric transduction. Using rods as an example, the incoming visible EM hits rhodopsin molecules, transmembrane molecules found in the rods\textquotesingle{} outer disk structure. Each rhodopsin molecule consists of a cluster of helices called opsin that envelop and surround 11-{}cis retinal, which is the part of the molecule that will change due to the energy from the incoming photons. In biological molecules, moieties, or parts of molecules that will cause conformational changes due to this energy is sometimes referred to as chromophores. 11-{}cis retinal straightens in response to the incoming energy, turning into retinal (all-{}trans retinal), which forces the opsin helices further apart, causing particular reactive sites to be uncovered. This \symbol{34}activated\symbol{34} rhodopsin molecule is sometimes referred to as Metarhodopsin II. From this point on, even if the visible light stimulation stops, the reaction will continue. The Metarhodopsin II can then react with roughly 100 molecules of a G\textsubscript{s} protein called transducing, which then results in a\textsubscript{s} and ß? after the GDP is converted into GTP. The activated a\textsubscript{s}-{}GTP then binds to cGMP-{}phosphodiesterase(PDE), suppressing normal ion-{}exchange functions, which results in a low cytosol concentration of cation ions, and therefore a change in the polarisation of the cell.

The natural photoelectric transduction reaction has an amazing power of amplification. One single retinal rhodopsin molecule activated by a single quantum of light causes the hydrolysis of up to 10\textsuperscript{6} cGMP molecules per second. \paragraph{Photo Transduction}
{$\text{ }$}\newline\label{41}
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\raggedright{}\myfigurewithcaption{32}{Representation of molecular steps in photoactivation (modified from Leskov et al., 2000). Depicted is an outer membrane disk in a rod. Step 1: Incident photon (hν) is absorbed and activates a rhodopsin by conformational change in the disk membrane to R*. Step 2: Next, R* makes repeated contacts with transducin molecules, catalyzing its activation to G* by the release of bound GDP in exchange for cytoplasmic GTP (Step 3).  The α and γ subunit G* binds inhibitory γ subunits of the phosphodiesterase (PDE) activating its α and ß subunits. Step 4: Activated PDE hydrolyzes cGMP. Step 5: Guanylyl cyclase (GC) synthesizes cGMP, the second messenger in the phototransduction cascade.  Reduced levels of cytosolic cGMP cause cyclic nucleotide gated channels to close preventing further influx of Na+ and Ca2+. }
\end{minipage}\vspace{0.75cm}



\begin{myenumerate}
\item{}  A light photon interacts with the \myhref{http://en.wikibooks.org/wiki/retinal}{retinal} in a \myhref{http://en.wikibooks.org/wiki/photoreceptor}{photoreceptor}. The retinal undergoes \myhref{http://en.wikibooks.org/wiki/isomerisation}{isomerisation}, changing from the 11-{}{\itshape cis} to all-{}{\itshape trans} configuration.
\item{}  \myhref{http://en.wikibooks.org/wiki/Retinal}{Retinal} no longer fits into the opsin binding site. 
\item{}  Opsin therefore undergoes a conformational change to metarhodopsin II.
\item{}  Metarhodopsin II is unstable and splits, yielding opsin and all-{}{\itshape trans} retinal.
\item{}  The opsin activates the regulatory protein \myhref{http://en.wikibooks.org/wiki/transducin}{transducin}. This causes transducin to dissociate from its bound GDP, and bind GTP, then the alpha subunit of transducin dissociates from the beta and gamma subunits, with the GTP still bound to the alpha subunit.
\item{}  The alpha subunit-{}GTP complex activates \myhref{http://en.wikibooks.org/wiki/phosphodiesterase}{phosphodiesterase}.
\item{}  Phosphodiesterase breaks down cGMP to 5\textquotesingle{}-{}GMP. This lowers the concentration of cGMP and therefore the sodium channels close.
\item{}  Closure of the sodium channels causes hyperpolarization of the cell due to the ongoing potassium current.
\item{}  Hyperpolarization of the cell causes voltage-{}gated calcium channels to close. 
\item{}  As the calcium level in the photoreceptor cell drops, the amount of the neurotransmitter glutamate that is released by the cell also drops. This is because calcium is required for the glutamate-{}containing vesicles to fuse with cell membrane and release their contents.
\item{}  A decrease in the amount of glutamate released by the photoreceptors causes depolarization of On center bipolar cells (rod and cone On bipolar cells) and hyperpolarization of cone Off bipolar cells.
\end{myenumerate}


Without visible EM stimulation, rod cells containing a cocktail of ions, proteins and other molecules, have membrane potential differences of around -{}40mV. Compared to other nerve cells, this is quite high (-{}65mV). In this state, the neurotransmitter glutamate is continuously released from the axon terminals and absorbed by the neighbouring bipolar cells. With incoming visble EM and the previously mentioned cascade reaction, the potential difference drops to -{}70mV. This hyper-{}polarisation of the cell causes a reduction in the amount of released glutamate, thereby affecting the activity of the bipolar cells, and subsequently the following steps in the visual pathway.

Similar processes exist in the cone-{}cells and in photosensitive ganglion cells, but make use of different opsins. Photopsin I through III (yellowish-{}green, green and blue-{}violet respectively) are found in the three different cone cells and melanopsin (blue) can be found in the photosensitive ganglion cells.
\subsubsection{Processing Signals in the Retina}
\label{42}
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\raggedright{}\myfigurewithoutcaption{33}
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Different bipolar cells react differently to the changes in the released glutamate. The so called ON and OFF bipolar cells are used to form the direct signal flow from cones to bipolar cells. The ON bipolar cells will depolarise by visible EM stimulation and the corresponding ON ganglion cells will be activated. On the other hand the OFF bipolar cells are hyper polarised by the visible EM stimulation, and the OFF ganglion cells are inhibited. This is the basic pathway of the Direct signal flow. The Lateral signal flow will start from the rods, then go to the bipolar cells, the amacrine cells, and the OFF bipolar cells inhibited by the Rod-{}amacrine cells and the ON bipolar cells will stimulated via an electrical synapse, after all of the previous steps, the signal will arrive at the ON or OFF ganglion cells and the whole pathway of the Lateral signal flow is established.

When the action potential (AP) in ON, ganglion cells will be triggered by the visible EM stimulus. The AP frequency will increase when the sensor potential increases. In other words, AP depends on the amplitude of the sensor\textquotesingle{}s potential. The region of ganglion cells where the stimulatory and inhibitory effects influence the AP frequency is called receptive field (RF). Around the ganglion cells, the RF is usually composed of two regions: the central zone and the ring-{}like peripheral zone. They are distinguishable during visible EM adaptation. A visible EM stimulation on the centric zone could lead to AP frequency increase and the stimulation on the periphery zone will decrease the AP frequency. When the light source is turned off the excitation occurs. So the name of ON field (central field ON) refers to this kind of region. Of course the RF of the OFF ganglion cells act the opposite way and is therefore called \symbol{34}OFF field\symbol{34} (central field OFF). The RFs are organised by the horizontal cells. The impulse on the periphery region will be impulsed and transmitted to the central region, and there the so-{}called stimulus contrast is formed. This function will make the dark seem darker and the light brighter. If the whole RF is exposed to light. the impulse of the central region will predominate.
\subsubsection{Signal Transmission to the Cortex}
\label{43}

As mentioned previously, axons of the ganglion cells converge at the optic disk of the retina, forming the optic nerve. These fibres are positioned inside the bundle in a specific order. Fibres from the macular zone of the retina are in the central portion, and those from the temporal half of the retina take up the periphery part. A partial decussation or crossing occurs when these fibres are outside the eye cavity. The fibres from the nasal halves of each retina cross to the opposite halves and extend to the brain. Those from the temporal halves remain uncrossed. This partial crossover is called the optic chiasma, and the optic nerves past this point are called optic tracts, mainly to distinguish them from single-{}retinal nerves. The function of the partial crossover is to transmit the right-{}hand visual field produced by both eyes to the left-{}hand half of the brain only and vice versa. Therefore the information from the right half of the body, and the right visual field, is all transmitted to the left-{}hand part of the brain when reaches the posterior part of the fore-{}brain (diencephalon).
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\raggedright{}\myfigurewithcaption{34}{The pathway to the central cortex}
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The information relay between the fibers of optic tracts and the nerve cells occurs in the lateral geniculate bodies, the central part of the visual signal processing, located in the thalamus of the brain. From here the information is passed to the nerve cells in the occipital cortex of the corresponding side of the brain. Connections from the retina to the brain can be separated into a \textquotesingle{}parvocellular pathway\textquotesingle{} and a \symbol{34}magnocellular pathway\symbol{34}. The parvocellular pathways signals color and fine detail, whereas the magnocellular pathways detect fast moving stimuli.
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\raggedright{}\myfigurewithcaption{35}{Connections from the retina to the brain can be separated into a \symbol{34}parvocellular pathway\symbol{34} and a \symbol{34}magnocellular pathway\symbol{34}. The parvocellular pathway originates in midget cells in the retina, and signals color and fine detail; magnocellular pathway starts with parasol cells, and detects fast moving stimuli.}
\end{minipage}\vspace{0.75cm}



Signals from standard digital cameras correspond approximately to those of the parvocellular pathway. To simulate the responses of parvocellular pathways, researchers have been developing neuromorphic sensory systems, which try to mimic spike-{}based computation in neural systems. Thereby they use a scheme called \symbol{34}address-{}event representation\symbol{34} for the signal transmission in the neuromorphic electronic systems (Liu and Delbruck 2010 \myplainurl{http://www.ncbi.nlm.nih.gov/pubmed/20493680}).

Anatomically, the retinal Magno and Parvo ganglion cells respectively project to 2 ventral magnocellular layers and 4 dorsal parvocellular layers of the Lateral Geniculate Nucleus (LGN). Each of the six LGN layers receives inputs from either the ipsilateral or contralateral eye, i.e., the ganglion cells of the left eye cross over and project to layer 1, 4 and 6 of the right LGN, and the right eye ganglion cells project (uncrossed) to its layer 2, 3 and 5. From here the information from the right and left eye is separated.

Although human vision is combined by two halves of the retina and the signal is processed by the opposite cerebral hemispheres, the visual field is considered as a smooth and complete unit. Hence the two visual cortical areas are thought of as being intimately connected. This connection, called corpus callosum is made of neurons, axons and dendrites. Because the dendrites make synaptic connections to the related points of the hemispheres, electric simulation of every point on one hemisphere indicates simulation of the interconnected point on the other hemisphere. The only exception to this rule is the primary visual cortex.

The synapses are made by the optic tract in the respective layers of the lateral geniculate body. Then these axons of these third-{}order nerve cells are passed up to the calcarine fissure in each occipital lobe of the cerebral cortex. Because bands of the white fibres and axons pair from the nerve cells in the retina go through it, it is called the striate cortex, which incidentally is our primary visual cortex, sometimes known as V1. At this point, impulses from the separate eyes converge to common cortical neurons, which then enables complete input from both eyes in one region to be used for perception and comprehension. Pattern recognition is a very important function of this particular part of the brain, with lesions causing problems with visual recognition or blindsight.

Based on the ordered manner in which the optic tract fibres pass information to the lateral geniculate bodies and after that pass in to the striate area, if one single point stimulation on the retina was found, the response which produced electrically in both lateral geniculate body and the striate cortex will be found at a small region on the particular retinal spot. This is an obvious point-{}to-{}point way of signal processing. And if the whole retina is stimulated, the responses will occur on both lateral geniculate bodies and the striate cortex gray matter area. It is possible to map this brain region to the retinal fields, or more usually the visual fields.

Any further steps in this pathway is beyond the scope of this book. Rest assured that, many further levels and centres exist, focusing on particular specific tasks, like for example colour, orientations, spatial frequencies, emotions etc.
\subsection{Cortical Processing -{} Visual Perception}
\label{44}
Equipped with a firmer understanding of some of the more important concepts of the signal processing in the visual system, comprehension or perception of the processed sensory information is the last important piece in the puzzle. Visual perception is the process of translating information received by the eyes into an understanding of the external state of things.  It makes us aware of the world around us and allows us to understand it better. Based on visual perception we learn patterns which we then apply later in life and we make decisions based on this and the obtained information. In other words, our survival depends on perception.
\LaTeXNullTemplate{}
\label{45}\section{Retinal Implants}
\label{46}

Since the late 20th century, restoring vision to blind people by means of artificial eye prostheses has been the goal of numerous research groups and some private companies around the world. Similar to cochlear implants, the key concept is to stimulate the visual nervous system with electric pulses, bypassing the damaged or degenerated photoreceptors on the human retina. In this chapter we will describe the basic functionality of a retinal implant, as well as the different approaches that are currently being investigated and developed. The two most common approaches to retinal implants are called “epiretinal” and “subretinal” implants, corresponding to eye prostheses located either on top or behind the retina respectively. We will not cover any non-{}retina related approaches to restoring vision, such as the BrainPort Vision System that aims at stimulating the tongue from visual input, cuff electrodes around the optic nerve, or stimulation implants in the primary visual cortex.
\subsection{Retinal Structure and Functionality}
\label{47}

Figure 1 depicts the schematic nervous structure of the human retina. We can differentiate between three layers of cells. The first, located furthest away from the eye lens, consists of the photoreceptors (rods and cones) whose purpose is to transduce incoming light into electrical signals that are then further propagated further to the intermediate layer, which is mainly composed of bipolar cells. These bipolar cells, which are connected to photoreceptors as well as cell types such as horizontal cells and amacrine cells, passd on the electrical signal to the retinal ganglion cells (RGC). For a detailed description on the functionality of bipolar cells, specifically with respect to their subdivision into ON-{} and OFF-{}bipolar cells, refer to chapter on Visual Systems. The uppermost layer, consisting of RGCs, collects the electric pulses from the horizontal cells and passes them on to the thalamus via the optic nerve. From there, signals are propagated to the primary visual cortex. There are some key aspects worthwhile mentioning about the signal processing within the human retina.
First, while bipolar cells, as well as horizontal and amacrine, generate graded potentials, the RGCs generate action potentials instead. Further, the density of each cell type is not uniform across the retina. While there is an extremely high density of rods and cones in the area of the fovea, with in addition only very few photoreceptors connected to RGCs via the intermediate layer, a far lower density of photoreceptors is found in the peripheral areas of the retina with many photoreceptors connected to a single RGC. The latter also has direct implications on the receptive field of a RGC, as it tends to increase rapidly towards the outer regions of the retina, simply because of the lower photoreceptor density and the increased number of photoreceptors being connected to the same RGC.
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\raggedright{}\myfigurewithcaption{36}{Schematic overview of the human eye and the location of retinal prostheses. Note the vertical layering of the retina tissue and the distances of the cell types to epiretinal and subretinal implants respectively.}
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.

\subsection{Implant Use Case}
\label{48}
Damage to the photoreceptor layer in the human can be caused by Retinitis pigmentosa, age-{}related macular degeneration and other diseases, eventually resulting in the affected person to become blind. However, the rest of the visual nervous system, both inside the retina as well as the visual nervous pathway in the brain, remains intact for several years after onset of blindness 
\myfootnote{
 Eberhart Zrenner, KarlUlrich Bartz-{}Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-{}Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al.
.  Subretinal electronic chips allow blind patients to read letters and combine them to words
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 Asaf Shoval, ChrisopherAdams, Moshe David-{}Pur, Mark Shein, Yael Hanein, Evelyne Sernagor
.  Carbon nanotube electrodes for effective interfacing with retinal tissue
 Carbon nanotube electrodes for effective interfacing with retinal tissue
. \textit{{}},  2009

}. This allows artificial stimulation of the remaining, still properly functioning retina cells, through electrodes, to restore visual information for the human patient. Thereby a retina prosthesis can be implanted either behind the retina, and is then referred to as subretinal implant. This brings the electrodes closest to the damaged photoreceptors and the still properly functioning bipolar cells, which are the real stimulation target here. (If the stimulation electrodes penetrate the choroid, which contains the blood supply of the retina, the implants are sometimes called \symbol{34}suprachoroidal\symbol{34} implants.) Or the implant may be put on top of the retina, closest to the Ganglion cell layer, aiming at stimulation of the RGCs instead. These implants are referred to as epiretinal implants. Both approaches are currently being investigated by several research groups. They both have significant advantages as well as drawbacks. Before we treat them in more detail separately, we describe some key challenges that need consideration in both cases.
\subsection{Challenges}
\label{49}

A big challenge for retinal implants comes from the extremely high spatial density of nervous cells in the human retina. There are roughly 125 million photoreceptors (rods and cones) and 1.5 million ganglion cells in the human retina, as opposed to approximately only 15000 hair cells in the human cochlea 
\myfootnote{
 Jost B. Jonas, UlrikeSchneider, Gottfried O.H. Naumann
.  Count and density of human retinal photoreceptors
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) 1992

}
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}. In the fovea, where the highest visual acuity is achieved, as many as 150000 cones are located within one square millimeter. While there are much fewer RGCs in total compared to photoreceptors, their density in the foveal area is close to the density of cones , imposing a tremendous challenge in addressing the nervous cells in high enough spatial resolution with artificial electrodes. Virtually all current scientific experiments with retinal implants use micro-{}electrode arrays (MEAs) to stimulate the retina cells. High resolution MEAs achieve an inter-{}electrode spacing of roughly 50 micrometers, resulting in an electrode density of 400 electrodes per square millimeter. Therefore, a one to one association between electrodes and photoreceptors or RGCs respectively is impossible in the foveal area with conventional electrode technology. However, spatial density of both photoreceptors as well as RGCs decrease s quickly towards the outer regions of the retina, making one-{}to-{}one stimulation between electrodes and peripheral nerve cells more feasible 
\myfootnote{
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}.
Another challenge is operating the electrodes within safe limits. Imposing charge densities above 0.1 mC/cm2 may damage the nervous tissue
\myfootnote{
 Chris Sekirnjak, PawelHottowy, Alexander Sher, Wladyslaw Dabrowski, Alan M. Litke, E.J. Chichilnisky
.  High-{}Resolution Electrical Stimulation of Primate Retina for Epiretinal Implant Design
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}. Generally, the further a cell is away from the stimulating electrode, the larger is the current amplitude required for stimulation of the cell. Furthermore, the lower the stimulation threshold, the smaller the electrode may be designed and the compacter the electrodes may be placed on the MEAs, thereby enhancing the spatial stimulation resolution. Stimulation threshold is defined as the minimal stimulation strength necessary to trigger a nervous response in at least 50\% of the stimulation pulses. For these reasons, a primary goal in designing retinal implants is to use as low a stimulation current as possible while still guaranteeing a reliable stimulation (i.e. generation of an action potential in the case of RGCs) of the target cell. This can either be achieved by placing the electrode as close as possible to the area of the target cell that reacts most sensitive to an applied electric field pulse or by making the cell projections, i.e. dendrites and/or axons, grow on top the electrode, allowing a stimulation of the cell with very low currents even if the cell body is located far away.
Further, an implant fixed to the retina automatically follows the movements of the eyeball. While this entails some significant benefits, it also means that any connection to the implant -{} for adjusting parameters, reading out data, or providing external power for the stimulation -{} requires a cable that moves with the implant. As we move our eyes approximately three times a second, this exposes the cable and involved connections to severe mechanical stress. For a device that should remain functioning for an entire life time without external intervention, this imposes a severe challenge on the materials and technologies involved.
\subsection{Subretinal Implants}
\label{50}
As the name already suggest, subretinal implants are visual prosthesis located behind the retina. Therefore, the implant is located closest to the damaged photoreceptors, aiming at bypassing the rods and cones and stimulating the bipolar cells in the next nervous layer in the retina. The main advantage of this approach lies in relatively little visual signal processing that takes place between the photoreceptors and the bipolar cells that need to be imitated by the implant. That is, raw visual
information, for example captured by a video camera, may be forwarded directly, or with only relatively rudimentary signal processing respectively, to the MEA stimulating the bipolar cells, rendering the procedure rather simple from a signal processing point of view. However, also this approach has some severe disadvantages. The high spatial resolution of photoreceptors in the human retina imposes a big challenge in developing and designing a MEA with sufficiently high stimulation resolution and therefore low inter-{}electrode spacing. Furthermore, the stacking of the nervous layers in z-{}direction (with the x-{}y plane tangential to the retina curvature) adds another difficulty when it comes to placing the electrodes close to the bipolar cells. With the MAE located behind the retina, there is a significant spatial gap between the electrodes and the target cells that needs to be overcome. As mentioned above, an increased electrode to target cell distance forces the MAE to operate with higher currents, enlarging the electrode size, the number of cells within the stimulation range of a single electrode and the spatial separation between adjacent electrodes. All of this results in a decreased stimulation resolution as well as opposing the retina to the risk of tissue damage caused by too high charge densities. As shown below, one way to overcome large distances between electrodes and the target cells is to make the cells grow their projections over longer distances directly on top the electrode.

In late 2010, a German research group in collaboration with the private German company “Retina Implant AG”, published results from studies involving tests with subretinal implants in human subjects \myfootnote{
 Eberhart Zrenner, KarlUlrich Bartz-{}Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-{}Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al.
.  Subretinal electronic chips allow blind patients to read letters and combine them to words
 Subretinal electronic chips allow blind patients to read letters and combine them to words
. \textit{{}},  2010

}. A three by three millimeter microphotodiode array (MPDA) containing 1500 pixels, which each pixel consisting of an individual light-{}sensing photodiodes and an electrode, was implanted behind the retina of three patients suffering from blindness due to macular degeneration. The pixels were located approximately 70 micrometer apart each other, yielding a spatial resolution of roughly 160 electrodes per square millimeter – or, as indicated by the authors of the paper, a visual cone angle of 15 arcmin for each electrode. It should be noted, that, in contrast to implants using external video cameras to generate visual input, each pixel of the MPDA itself contains a light-{}sensitive photodiode, autonomously generating the electric current from the light received through the eyeball for its own associated electrode. So each MPDA pixel corresponds in its full functionality to a photoreceptor  cell. This has a major advantage: Since the MPDA is fixed behind the human retina, it automatically drags along when the eyeball is being moved. And since the MPDA itself receives the visual input to generate the electric currents for the stimulation electrodes, movements of the head or the eyeball are handled naturally and need no artificial processing.
In one of the patients, the MPDA was placed directly beneath the macula, leading to superior results in experimental tests as opposed to the other two patients, whose MPDA was implanted further away from the center of the retina. The results achieved by the patient with the implant behind the macula were quite extraordinary. He was able to recognize letters (5-{}8cm large) and read words as well as distinguish black-{}white patterns with different orientations \myfootnote{
 Eberhart Zrenner, KarlUlrich Bartz-{}Schmidt, Heval Benav, Dorothea Besch, Anna Bruckmann, Veit-{}Peter Gabel, Florian Gekeler, Udo Greppmaier, Alex Harscher, Steffen Kibbel, Johannes Koch, Akos Kusnyerik, tobias Peters, Katarina Stingl, Helmut Sachs et al.
.  Subretinal electronic chips allow blind patients to read letters and combine them to words
 Subretinal electronic chips allow blind patients to read letters and combine them to words
. \textit{{}},  2010

}.


The experimental results with the MPDA implants have also drawn attention to another visual phenomenon, revealing an additional advantage of the MPDA approach over implants using external imaging devices: Subsequent stimulation of retinal cells quickly leads to decreased responses, suggesting that retinal neurons become inhibited after being stimulated repeatedly within a short period of time. This entails that a visual input projected onto a MEA fixed on or behind the retina will result in a sensed image that quickly fades away, even though the electric stimulation of the electrodes remains constant. This is due to the fixed electrodes on the retina stimulating the same cells on the retina all the time, rendering the cells less and less sensitive to a constant stimulus over time. However, the process is reversible, and the cells regain their initial sensitivity once the stimulus is absent again. So, how does an intact visionary system handle this effect? Why are healthy humans able to fix an object over time without it fading out? As mentioned in 
\myfootnote{
 Pritchard Roy
.  Stabilized Images on the Retina
 Stabilized Images on the Retina
. \textit{{}}, 
}, the human eye actually continuously adjusts in small, unnoticeable eye movements, resulting in the same visual stimulus to be projected onto slightly different retinal spots over time, even as we tend to focus and fix the eye on some target object. This successfully circumvents the fading cell response phenomenon. With the implant serving both as photoreceptor and electrode stimulator, as it is the case with the MPDA, the natural small eye adjustments can be readily used to handle this effect in a straight forward way. Other implant approaches using external visual input (i.e. from video cameras) will suffer from their projected images fading away if stimulated continuously. Fast, artificial jittering of the camera images may not solve the problem as this external movement may not be in accordance with the eye movement and therefore, the visual cortex may interpret this simply as a wiggly or blurry scene instead of the desired steady long term projection of the fixed image.
A further advantage of subretinal implants is the precise correlation between stimulated areas on the retina and perceived location of the stimulus in the visual field of the human subject. In contrast to RGCs, whose location on the retina may not directly correspond to the location of their individual receptive fields, the stimulation of a bipolar cell is perceived exactly at that point in the visual field that corresponds to the geometric location on the retina where that bipolar cell resides.
A clear disadvantage of subretinal implants is the invasive surgical procedure involved.
\subsection{Epiretinal Implants}
\label{51}
Epiretinal implants are located on top of the retina and therefore closest to the retina ganglion cells (RGCs). For that reason, epiretinal implants aim at stimulating the RGCs directly, bypassing not only the damaged photoreceptors, but also any intermediate neural visual processing by the bipolar, horizontal and amacrine cells. This has some advantages: First of all, the surgical procedure for an epiretinal implant is far less critical than for a subretinal implant, since the prosthesis need not be implanted from behind the eye. Also, there are much fewer RGCs than photoreceptors or bipolar cells, allowing a more course grained stimulation with increased inter-{}electrode distance (at least in the peripheral regions of the retina), or an electrode density even superior to that of the actual RGC density, allowing for more flexibility and accuracy when stimulating the cells.
A study on the epiretinal stimulation of peripheral parasol cells conducted on macaque retina provides quantitative details \myfootnote{
 Chris Sekirnjak, PawelHottowy, Alexander Sher, Wladyslaw Dabrowski, Alan M. Litke, E.J. Chichilnisky
.  High-{}Resolution Electrical Stimulation of Primate Retina for Epiretinal Implant Design
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. \textit{{}}, ( Society of Neuroscience
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}. Parasol cells are one type of RGCs forming the secondmost dense visual pathway in the retina. Their main purpose is to encode the movement of objects in the visual field, thus sensing motion. The experiments were performed in vitro by placing the macaque retina tissue on a 61 electrode MEA (60 micrometer inter-{}electrode spacing). 25 individual parasol cells were indentified and stimulated electronically while properties such as stimulation threshold and best stimulation location were analyzed. The threshold current was defined as the lowest current that triggered a spike on the target cell in 50\% of the stimulus pulses (pulse duration: 50 milliseconds) and was determined by incrementally increasing the stimulation strength until sufficient spiking response was registered. Please note two aspects: First, parasol cells as RGCs exhibit action potential behavior, as opposed to bipolar cells which work with graded potentials. Second, the electrodes on the MAE were both used for the stimulation pulses as well as for recording the spiking response from the target cells. 25 parasol cells were located on the 61 electrode MAE with a electrode density significantly higher than the parasol cell density, effectively yielding multiple electrodes within the receptive fields of a single parasol cell. In addition to measuring the stimulation thresholds necessary to trigger a reliable cell response, also the location of best stimulation was determined. The location of best stimulation refers to the location of the stimulating electrode with respect to the target cell where the lowest stimulation threshold was achieved. Surprisingly, this was found out to not be on the cell soma, as one would expect, but roughly 13 micrometers further down the axon path. From there on, the experiments showed the expected quadratic increase in stimulation threshold currents with respect to increasing electrode to soma distance. The study results also showed that all stimulation thresholds were well below the safety limits (around 0.05mC/cm2, as opposed to 0.1mC/cm2 being a (low) safety limit) and that the cell response to a stimulation pulse was fast (0.2 ms latency on average) and precise (small variance on latency). Further, the superior electrode density over parasol cell density allowed a reliable addressing of individual cells by the stimulation of the appropriate electrode, while preventing neighboring cells from also evoking a spike.\subsection{Overview of Alternative Technical Approaches}
\label{52}
In this section, we give a short overview over some alternative approaches and technologies currently being under research.\subsubsection{Nanotube Electrode}
\label{53}
Classic MAEs contain electrodes made out of titanium nitride or indium tin oxide exposing the implant to severe issues with long-{}term biocompatibility \myfootnote{
 Asaf Shoval, ChrisopherAdams, Moshe David-{}Pur, Mark Shein, Yael Hanein, Evelyne Sernagor
.  Carbon nanotube electrodes for effective interfacing with retinal tissue
 Carbon nanotube electrodes for effective interfacing with retinal tissue
. \textit{{}},  2009

}. A promising alternative to metallic electrodes consists of carbon nanotubes (CNT) which combine a number of very advantageous properties. First, they are fully bio compatible since they are made from pure carbon. Second, their robustness makes them suited for long term implantation, a key property for visual prosthesis. Further, the good electric conductivity allows them to operate as electrodes. And finally, their very porous nature leads to extremely large contact surfaces, encouraging the neurons to grow on top the CNTs, thus improving the neuron to electrode contact and lowering the stimulation currents necessary to elicit a cell response. However, CNT electrodes have only emerged recently and at this point only few scientific results are available.\subsubsection{Wireless Implant Approaches}
\label{54}
One of the main technical challenges with retinal implant relates to the cabling that connects the MEA with the external stimuli, the power supply as well as the control signals. The mechanical stress on the cabling affects its long term stability and durability, imposing a big challenge on the materials used. Wireless technologies could be a way to circumvent any cabling between the actual retinal implant and external devices. The energy of the incoming light through the eye is not sufficient to trigger neural responses. Therefore, to make a wireless implant work, extra power must be provided to the implant. An approach presented by the Stanford School of Medecine uses an infrared LCD display to project the scene captured by a video camera onto goggles, reflecting infrared pulses onto the chip located on the retina. The chip also uses a photovoltaic rechargeable battery to provide the power required to transfer the IR light into sufficiently strong stimulation pulses. Similar to the subretinal approach, this also allows the eye to naturally fix and focus onto objects in the scene, as the eye is free to move, allowing different parts of the IR image on the goggles to be projected onto different areas on the chip located on the retina. Instead of using infrared light, inductive coils can also be used to transmit electrical power and data signals from external devices to the implant on the retina. This technology has been successfully implemented and tested in the EPIRET3 retinal implant 
\myfootnote{
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}. However, those tests were more a proof-{}of-{}concept, as only the patient’s ability to sense a visual signal upon applying a stimulus on the electrodes was tested.
\subsubsection{Directed Neural Growth}
\label{55}

One way to allow a very precise neural stimulation with extremely low currents and even over longer distances is to make the neurons grow their projections onto the electrode. By applying the right chemical solution onto the retinal tissue, neural growth can be encouraged. This can be achieved by applying a layer of Laminin onto the MEA’s surface. In order to control the neural paths, the Laminin is not applied uniformly across the MEA surface, but in narrow paths forming a pattern corresponding to the connections, the neurons should form. This process of applying the Laminin in a precise, patterend way, is called “microcontact printing”. A picture of what these Lamini paths look like is shown in Figure 5. The successful directed neural growth achieved with this method allowed applying significantly lower stimulation currents compared to classic electrode stimulation while still able to reliably trigger neural response 
\myfootnote{
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}. Furthermore, the stimulation threshold no longer follows the quadratic increase with respect to electrode-{}soma distance, but remains constant at the same low level even for longer distances (>{}200 micrometer).
\LaTeXNullTemplate{}
\label{56}\section{Other Visual Implants}
\label{57}
In addition to the stimulation of the retina, also other elements of the visual system can be stimulated
\subsection{Stimulation of the Optic Nerve}
\label{58}
With cuff-{}electrodes, typically with only a few segments.

{\itshape Advantages:}
\begin{myitemize}
\item{}  Little trauma to the eye.
\end{myitemize}

{\itshape Challenges:}
\begin{myitemize}
\item{}  Not very specific.
\end{myitemize}

\subsection{Cortical Implants}
\label{59}
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\raggedright{}\myfigurewithcaption{37}{The Visual Cortical Implant }
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\myhref{http://www.polymtl.ca/recherche/rc/en/professeurs/details.php?NoProf=108/}{ Dr. Mohamad Sawan}, Professor and Researcher at \myhref{http://www.polystim.ca/}{ Polystim neurotechnologies Laboratory} at the Ecole Polytechnique de Montreal, has been working on a visual prosthesis to be implanted into the human cortex. The basic principle of Dr. Sawan’s technology consists in stimulating the visual cortex by implanting a silicium microchip on a network of electrodes made of biocompatible materials and in which each electrode injects a stimulating electrical current in order to provoke a series of luminous points to appear (an array of pixels) in the field of vision of the sightless person. This system is composed of two distinct parts: the implant and an external controller. The implant lodged in the visual cortex wirelessly receives dedicated data and energy from the external controller. This implantable part contains all the circuits necessary to generate the electrical stimuli and to oversee the changing microelectrode/biological tissue interface. On the other hand, the battery-{}operated outer control comprises a micro-{}camera which captures the image as well as a processor and a command generator which process the imaging data to select and translate the captured images and to generate and manage the electrical stimulation process and oversee the implant. The external controller and the implant exchange data in both directions by a powerful transcutaneous radio frequency (RF) link. The implant is powered the same way. (Wikipedia \myplainurl{http://en.wikipedia.org/wiki/Visual_prosthesis})

{\itshape Advantages:}
\begin{myitemize}
\item{}  Much larger area for stimulation: 2° radius of the central retinal visual field correspond to 1 mm\textsuperscript{2} on the retina, but to 2100 mm\textsuperscript{2} in the visual cortex.
\end{myitemize}

{\itshape Challenges:}
\begin{myitemize}
\item{}  Implantation is more invasive.
\item{}  Parts of the visual field lie in a sulcus and are very hard to reach.
\item{}  Stimulation can trigger seizures.
\end{myitemize}


\myhref{http://en.wikibooks.org/wiki/Category\%3A}{\LaTeXNullTemplate{}}
\label{60}\section{Computer Simulation of the Visual System}
\label{61}
In this section an overview in the simulation of processing done by the early levels of the visual system will be given. The implementation to reproduce the action of the visual system will thereby be done with \myhref{http://en.wikibooks.org/wiki/MATLAB}{MATLAB} and its toolboxes. The processing done by the early visual system was discussed in the section before and can be put together with some of the functions they perform in the following schematic overview. A good description of the image processing can be found in (Cormack 2000).
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\end{longtable}
\vspace{2cm}

As we can see in the above overview different stages of the image processing have to be considered to simulate the response of the visual system to a stimulus.
The next section will therefore give a brief discussion in Image Processing. But first of all we will be concerned with the Simulation of Sensory Organ Components.
\subsection{Simulating Sensory Organ Components}
\label{62}
\subsubsection{Anatomical Parameters of the Eye}
\label{63}

The average eye has an anterior corneal radius of curvature of {$r_C$} = 7.8 mm , and an aqueous refractive index of 1.336. The length of the eye is {$L_E$} = 24.2 mm. The iris is approximately flat, and the edge of the iris (also called limbus) has a radius {$r_L$} = 5.86 mm.
\subsubsection{Optics of the Eyeball}
\label{64}

The optics of the eyeball are characterized by its 2-{}D spatial impulse response function, the Point Spread Function (\myhref{http://en.wikipedia.org/wiki/Point_spread_function}{PSF})

{$ h(r) = 0.95\cdot \exp\left( -2.6\cdot |r|^{1.36} \right) + 0.05\cdot\exp\left( -2.4\cdot |r|^{1.74} \right) , $}

in which {$r$} is the radial distance in minutes of arc from the center of the image.
\paragraph{Practical implementation}
{$\text{ }$}\newline\label{65}
Obviously, the effect on a given digital image depends on the distance of that image from your eyes. As a simple place-{}holder, substitute this filter with a Gaussian filter with height 30, and with a standard deviation of 1.5.

In one dimension, a Gaussian is described by

{$ g(x) = a \cdot \exp \left( -\frac{x^2}{2\sigma^2} \right) . $}
\subsubsection{Activity of Ganglion Cells}
\label{66}



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/42.png}
\end{center}
\raggedright{}\myfigurewithcaption{42}{Mexican Hat function, with simga1:sigma2 = 1:1.6}
\end{minipage}\vspace{0.75cm}



Ignoring the
\begin{myitemize}
\item{} temporal response
\item{} effect of wavelength (especially for the cones)
\item{} opening of the iris
\item{} sampling and distribution of photo receptors
\item{} bleaching of the photo-{}pigment
\end{myitemize}

we can approximate the response of ganglion cells with a {\bfseries Difference of Gaussians} (DOG, Wikipedia \myplainurl{http://en.wikipedia.org/wiki/Difference_of_gaussians})

{$ f(x;\sigma) = \frac{1}{\sigma_1\sqrt{2\pi}} \, \exp \left( -\frac{x^2}{2\sigma_1^2} \right)-\frac{1}{\sigma_2\sqrt{2\pi}} \, \exp \left( -\frac{x^2}{2\sigma_2^2} \right). $}

The source code for a Python implementation is available under
\myfootnote{
\myhref{ 
 }{ Mexican Hat Function {$\text{[}$}Python{$\text{]}$}
 }.  
 . Retrieved  }.

The values of {$\sigma_1$} and {$\sigma_2$} have a ratio of approximately 1:1.6, but vary as a function of eccentricity. For midget cells (or P-{}cells), the Receptive Field Size (RFS) is approximately

{$RFS \approx 2 \cdot \text{Eccentricity} ,$}

where the RFS is given in arcmin, and the Eccentricity in mm distance from the center of the fovea (Cormack 2000).
\subsubsection{Activity of simple cells in the primary visual cortex (V1)}
\label{67}

Again ignoring temporal properties, the activity of simple cells in the primary visual cortex (V1) can be modeled with the use of Gabor filters (Wikipedia \myplainurl{http://en.wikipedia.org/wiki/Gabor_filter}). A Gabor filter is a linear filter whose impulse response is defined by a harmonic function (sinusoid) multiplied by a Gaussian function. The Gaussian function causes the amplitude of the harmonic function to diminish away from the origin, but near the origin, the properties of the harmonic function dominate

\begin{myquote}
\item{} \begin{equation*}g(x,y;\lambda,\theta,\psi,\sigma,\gamma)=\exp\left(-\frac{x'^2+\gamma^2y'^2}{2\sigma^2}\right)\cos\left(2\pi\frac{x'}{\lambda}+\psi\right) ,\end{equation*}
\end{myquote}


where

\begin{myquote}
\item{} \begin{equation*}x' = x \cos\theta + y \sin\theta\, ,\end{equation*}
\end{myquote}


and

\begin{myquote}
\item{} \begin{equation*}y' = -x \sin\theta + y \cos\theta\, .\end{equation*}
\end{myquote}


In this equation, {$\lambda$} represents the wavelength of the cosine factor, {$\theta$} represents the orientation of the normal to the parallel stripes of a Gabor function (Wikipedia \myplainurl{http://en.wikipedia.org/wiki/Gabor_function}), {$\psi$} is the phase offset, {$\sigma$} is the sigma of the Gaussian envelope and {$\gamma$} is the spatial aspect ratio, and specifies the ellipticity of the support of the Gabor function.

Gabor-{}like functions arise naturally, simply from the statistics of everyday scenes 
\myfootnote{
 Olshausen,B.A. and Field,D.J.
.  Emergence of simple-{}cell receptive field properties by learning a sparse code for natural images
 Emergence of simple-{}cell receptive field properties by learning a sparse code for natural images
. \textit{{} Nature
}, {{\bfseries  381
}}: 607-{}609
 1996

}.
An example how even the statistics of a simple image can lead to the emergence of Gabor-{}like receptive fields, written in Python, is presented in
\myfootnote{
\myhref{ 
}{ Emergence of Gabor-{}like functions from a SimpleIimage {$\text{[}$}Python{$\text{]}$}
}. . Retrieved  }; and a (Python-{})demonstration of the effects of filtering an image with Gabor-{}functions can be found at
\myfootnote{
\myhref{ 
}{ Demo-{}application of Gabor filters to an image {$\text{[}$}Python{$\text{]}$}
}. . Retrieved  }.



\begin{minipage}{0.87500\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/43.png}
\end{center}
\raggedright{}\myfigurewithcaption{43}{Gabor function, with sigma = 1, theta = 1, lambda = 4, psi = 2, gamma = 1}
\end{minipage}\vspace{0.75cm}



This is an example implementation in \myhref{http://en.wikibooks.org/wiki/MATLAB}{MATLAB}:

\begin{Shaded}
\begin{Highlighting}[]

\NormalTok{function\ensuremath{\text{ }}gb\ensuremath{\text{ }}=\ensuremath{\text{ }}gabor_fn(sigma,theta,lambda,psi,gamma)}\newline
\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{sigma_x\ensuremath{\text{ }}=\ensuremath{\text{ }}sigma;}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{sigma_y\ensuremath{\text{ }}=\ensuremath{\text{ }}sigma/gamma;}\newline
\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{\%\ensuremath{\text{ }}Bounding\ensuremath{\text{ }}box}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{nstds\ensuremath{\text{ }}=\ensuremath{\text{ }}}\FloatTok{3}\NormalTok{;}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmax\ensuremath{\text{ }}=}\newline
\ensuremath{\text{ }}\NormalTok{max(abs(nstds*sigma_x*cos(theta)),abs(nstds*sigma_y*sin(theta)));}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmax\ensuremath{\text{ }}=\ensuremath{\text{ }}ceil(max(}\FloatTok{1}\NormalTok{,xmax));}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymax\ensuremath{\text{ }}=}\newline
\ensuremath{\text{ }}\NormalTok{max(abs(nstds*sigma_x*sin(theta)),abs(nstds*sigma_y*cos(theta)));}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymax\ensuremath{\text{ }}=\ensuremath{\text{ }}ceil(max(}\FloatTok{1}\NormalTok{,ymax));}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmin\ensuremath{\text{ }}=\ensuremath{\text{ }}-xmax;}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymin\ensuremath{\text{ }}=\ensuremath{\text{ }}-ymax;}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{[x,y]\ensuremath{\text{ }}=\ensuremath{\text{ }}meshgrid(xmin:}\FloatTok{0.05}\NormalTok{:xmax,ymin:}\FloatTok{0.05}\NormalTok{:ymax);}\newline
\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{\%\ensuremath{\text{ }}Rotation}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{x_theta\ensuremath{\text{ }}=\ensuremath{\text{ }}x*cos(theta)\ensuremath{\text{ }}+\ensuremath{\text{ }}y*sin(theta);}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{y_theta\ensuremath{\text{ }}=\ensuremath{\text{ }}-x*sin(theta)\ensuremath{\text{ }}+\ensuremath{\text{ }}y*cos(theta);}\newline
\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{gb\ensuremath{\text{ }}=\ensuremath{\text{ }}exp(-}\FloatTok{.5}\NormalTok{*(x_theta.^}\FloatTok{2}\NormalTok{/sigma_x^}\FloatTok{2}\NormalTok{+y_theta.^}\FloatTok{2}\NormalTok{/sigma_y^}\FloatTok{2}\NormalTok{)).*}\newline
\ensuremath{\text{ }}\NormalTok{cos(}\FloatTok{2}\NormalTok{*pi/lambda*x_theta+psi);}\newline
\ensuremath{\text{ }}\newline
\NormalTok{end}\newline
\end{Highlighting}
\end{Shaded}


And an equivalent Pyhon implementation would be:

\begin{Shaded}
\begin{Highlighting}[]

\CharTok{import}\ensuremath{\text{ }}\NormalTok{numpy\ensuremath{\text{ }}}\CharTok{as}\ensuremath{\text{ }}\NormalTok{np}\newline
\CharTok{import}\ensuremath{\text{ }}\NormalTok{matplotlib.pyplot\ensuremath{\text{ }}}\CharTok{as}\ensuremath{\text{ }}\NormalTok{mp}\newline
\ensuremath{\text{ }}\newline
\KeywordTok{def}\ensuremath{\text{ }}\NormalTok{gabor_fn(sigma\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{1}\NormalTok{,\ensuremath{\text{ }}theta\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{1}\NormalTok{,\ensuremath{\text{ }}g_lambda\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{4}\NormalTok{,\ensuremath{\text{ }}psi\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{2}\NormalTok{,\ensuremath{\text{ }}gamma\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{1}\NormalTok{):}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{#\ensuremath{\text{ }}Calculates\ensuremath{\text{ }}the\ensuremath{\text{ }}Gabor\ensuremath{\text{ }}function\ensuremath{\text{ }}with\ensuremath{\text{ }}the\ensuremath{\text{ }}given\ensuremath{\text{ }}parameters}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{sigma_x\ensuremath{\text{ }}=\ensuremath{\text{ }}sigma}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{sigma_y\ensuremath{\text{ }}=\ensuremath{\text{ }}sigma/gamma}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{#\ensuremath{\text{ }}Boundingbox:}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{nstds\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{3}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmax\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DataTypeTok{max}\NormalTok{(\ensuremath{\text{ }}}\DataTypeTok{abs}\NormalTok{(nstds*sigma_x\ensuremath{\text{ }}*\ensuremath{\text{ }}np.cos(theta)),\ensuremath{\text{ }}}\DataTypeTok{abs}\NormalTok{(nstds*sigma_y}\newline
\ensuremath{\text{ }}\NormalTok{*\ensuremath{\text{ }}np.sin(theta))\ensuremath{\text{ }})}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymax\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DataTypeTok{max}\NormalTok{(\ensuremath{\text{ }}}\DataTypeTok{abs}\NormalTok{(nstds*sigma_x\ensuremath{\text{ }}*\ensuremath{\text{ }}np.sin(theta)),\ensuremath{\text{ }}}\DataTypeTok{abs}\NormalTok{(nstds*sigma_y}\newline
\ensuremath{\text{ }}\NormalTok{*\ensuremath{\text{ }}np.cos(theta))\ensuremath{\text{ }})}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmax\ensuremath{\text{ }}=\ensuremath{\text{ }}np.ceil(}\DataTypeTok{max}\NormalTok{(}\DecValTok{1}\NormalTok{,xmax))}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymax\ensuremath{\text{ }}=\ensuremath{\text{ }}np.ceil(}\DataTypeTok{max}\NormalTok{(}\DecValTok{1}\NormalTok{,ymax))}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{xmin\ensuremath{\text{ }}=\ensuremath{\text{ }}-xmax}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{ymin\ensuremath{\text{ }}=\ensuremath{\text{ }}-ymax}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{numPts\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{201}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{(x,y)\ensuremath{\text{ }}=\ensuremath{\text{ }}np.meshgrid(np.linspace(xmin,\ensuremath{\text{ }}xmax,\ensuremath{\text{ }}numPts),}\newline
\ensuremath{\text{ }}\NormalTok{np.linspace(ymin,\ensuremath{\text{ }}ymax,\ensuremath{\text{ }}numPts)\ensuremath{\text{ }})\ensuremath{\text{ }}}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{#\ensuremath{\text{ }}Rotation}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{x_theta\ensuremath{\text{ }}=\ensuremath{\text{ }}\ensuremath{\text{ }}x\ensuremath{\text{ }}*\ensuremath{\text{ }}np.cos(theta)\ensuremath{\text{ }}+\ensuremath{\text{ }}y\ensuremath{\text{ }}*\ensuremath{\text{ }}np.sin(theta)}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{y_theta\ensuremath{\text{ }}=\ensuremath{\text{ }}-x\ensuremath{\text{ }}*\ensuremath{\text{ }}np.sin(theta)\ensuremath{\text{ }}+\ensuremath{\text{ }}y\ensuremath{\text{ }}*\ensuremath{\text{ }}np.cos(theta)}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{gb\ensuremath{\text{ }}=\ensuremath{\text{ }}np.exp(\ensuremath{\text{ }}-}\FloatTok{0.5}\NormalTok{*\ensuremath{\text{ }}(x_theta**}\DecValTok{2}\NormalTok{/sigma_x**}\DecValTok{2}\ensuremath{\text{ }}\NormalTok{+}\newline
\ensuremath{\text{ }}\NormalTok{y_theta**}\DecValTok{2}\NormalTok{/sigma_y**}\DecValTok{2}\NormalTok{)\ensuremath{\text{ }})\ensuremath{\text{ }}*\ensuremath{\text{ }}\textbackslash{}}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{np.cos(\ensuremath{\text{ }}}\DecValTok{2}\NormalTok{*np.pi/g_lambda*x_theta\ensuremath{\text{ }}+\ensuremath{\text{ }}psi\ensuremath{\text{ }})}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\KeywordTok{return}\ensuremath{\text{ }}\NormalTok{gb}\newline
\ensuremath{\text{ }}\newline
\KeywordTok{if}\ensuremath{\text{ }}\DataTypeTok{__name__}\ensuremath{\text{ }}\NormalTok{==\ensuremath{\text{ }}}\StringTok{{\char13}__main__{\char13}}\NormalTok{:}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\CommentTok{#\ensuremath{\text{ }}Main\ensuremath{\text{ }}function:\ensuremath{\text{ }}calculate\ensuremath{\text{ }}Gabor\ensuremath{\text{ }}function\ensuremath{\text{ }}for\ensuremath{\text{ }}default\ensuremath{\text{ }}parameters}\newline
\ensuremath{\text{ }}\NormalTok{and\ensuremath{\text{ }}show\ensuremath{\text{ }}it}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{gaborValues\ensuremath{\text{ }}=\ensuremath{\text{ }}gabor_fn()}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{mp.imshow(gaborValues)}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{mp.colorbar()}\newline
\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\ensuremath{\text{ }}\NormalTok{mp.show()}\newline
\end{Highlighting}
\end{Shaded}

\subsection{Image Processing}
\label{68}
One major technical tool to understand is the way a computer handles images. We have to know how we can edit images and what techniques we have to rearrange images.
\subsubsection{Image Representation}
\label{69}
\paragraph{Grayscale}
{$\text{ }$}\newline\label{70}



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/44.png}
\end{center}
\raggedright{}\myfigurewithcaption{44}{Representation of graylevel images.}
\end{minipage}\vspace{0.75cm}



For a computer an image is nothing more than a huge amount of little squares. These squares are called \symbol{34}pixel\symbol{34}. In a grayscale image, each of this pixel carries a number n, often it holds
{$0\leq n \leq 255$}. 
This number n, represents the exactly color of this square in the image. This means, in a grayscale image we can use 256 different grayscales, where 255 means a white spot, and 0 means the square is black.
To be honest, we could even use more than 256 different levels of gray. In the mentioned way, every pixels uses exactly 1 byte (or 8 bit) of memory to be saved. (Due to the binary system of a computer it holds: 2\textsuperscript{8}=256)
If you think it is necessary to have more different gray scales in your image, this is not a problem. You just can use more memory to save the picture. But just remember, this could be a hard task for huge images. Further quite often you have the problem that your sensing device (e.g. your monitor) can not show more than this 256 different gray colors.
\paragraph{Colour}
{$\text{ }$}\newline\label{71}



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/45.png}
\end{center}
\raggedright{}\myfigurewithcaption{45}{Image represented with RGB-{}notation}
\end{minipage}\vspace{0.75cm}



Representing a colourful image is only slightly more complicated than the grayscale picture. 
All you have to know is that the computer works with a additive colour mixture of the three main colors {\bfseries Red, Green} and {\bfseries Blue}. This are the so called RGB colours.

Also these images are saved by pixels. But now every pixel has to know 3 values between 0 and 256, for every Color 1 value. So know we have 256\textsuperscript{3}= 16,777,216 different colours which can be represented. Similar to the grayscale images also here holds, that no color means black, and having all color means white. That means, the colour (0,0,0) is black, whereas (0,0,255) means blue and (255,255,255) is white.
\paragraph{Orientation}
{$\text{ }$}\newline\label{72}



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/46.png}
\end{center}
\raggedright{}\myfigurewithoutcaption{46}
\end{minipage}\vspace{0.75cm}



WARNING -{} There are two common, but different ways to describe the location of a point in 2 dimensions:
1) The x/y notation, with x typically pointing to the left
2) The row/column orientation
Carefully watch out which coordinates you are using to describe your data, as the two descriptions are not consistent!
\subsubsection{Image Filtering}
\label{73}
\paragraph{1D Filter}
{$\text{ }$}\newline\label{74}
In many technical applications, we find some primitive basis in which we easily can describe features. In 1 dimensional cases filters are not a big deal, therefore we can use this filters for changing images. The so called \symbol{34}Savitzky-{} Golay Filter\symbol{34} allows to smooth incoming signals. The filter was described in 1964 by Abraham Savitzky and Marcel J. E. Golay. It is a impulse-{}respond filter (IR).

For better understanding, lets look at a example. In 1d we usually deal with vectors. One such given vector, we call x and it holds: {$\mathbf{x} = (x_1,x_2,\dots,x_n)  with  n  \in \mathbb{N}$}.
Our purpose is to smooth that vector x. To do so all we need is another vector {$\mathbf(w) = (w_1,w_2,\dots,w_m)  with  n>m  \in \mathbb{N}$}, this vector we call a weight vector.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/47.png}
\end{center}
\raggedright{}\myfigurewithoutcaption{47}
\end{minipage}\vspace{0.75cm}



With {$y(k)=\displaystyle \sum_{i=1}^m w(i)x(k-m+i)$} we now have a smoothed vector y. This vector is smoother than the vector before, because we only save the average over a few entries in the vector. These means the newly found vectorentries, depends on some entries right left and right of the entry to smooth.
One major drawback of this approach is, the newly found vector y only has n-{}m entries instead of n as the original vector x.

Drawing this new vector would lead to the same function as before, just with less amplitude. So no data is lost, but we have less fluctuation.
\paragraph{2D Filter}
{$\text{ }$}\newline\label{75}

Going from the 1d case to the 2d case is done by simply make out of vectors matrices. As already mentioned, a gray-{}level image is for a computer or for a softwaretool as MATLAB nothing more, than a huge matrix filled with natural numbers, often between 0 and 255.



\begin{minipage}{0.75000\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/48.png}
\end{center}
\raggedright{}\myfigurewithoutcaption{48}
\end{minipage}\vspace{0.75cm}

 

The weight vector is now a weight-{}matrix. But still we use the filter by adding up different matrix-{}element-{}multiplications.
{$y(n,m)=\displaystyle \sum_{i=1}^k \sum_{j=1}^l w_{ij}\times x(n-1+i,m-1+j)$}
\subsubsection{Dilation and Erosion}
\label{76}

For linear filters as seen before, it holds that they are \myhref{http://en.wikipedia.org/wiki/Commutativity}{commutativ}. Cite from wikipedia: \symbol{34}One says that x commutes with y under ∗ if:
\begin{myquote}
\item{} {$ x * y = y * x \,$}\symbol{34}
\end{myquote}

In other words, it does not matter how many and in which sequence different linear filters you use. E.g. if a Savitzky-{}Golay filter is applied to some date, and then a second Savitzky-{}Golay filter for calculationg the first derivative, the result is the same if the sequence of filters is reversed.
It even holds, that there would have been {\bfseries one} filter, which does the same as the {\bfseries two} applied.

In contrast {\bfseries morphological operations} on an image are non-{}linear operations and the final result depends on the sequence.
If we think of any image, it is defined by pixels with values x\textsubscript{ij}. Further this image is assumed to be a black-{}and-{}white image, so we have 
\begin{myquote}
\item{} \begin{equation*} x_{ij}= 0or1, \forall i,j \end{equation*}
\end{myquote}

To define a morphological operation we have to set a {\bfseries structural element} SE. As example, a 3x3-{}Matrix as a part of the image.

The definition of {\bfseries erosion} E says:
\begin{myquote}
\item{} \begin{equation*}E(M)=\left\{ \begin{aligned}         & 0, if \sum_{i,j=0}^3 (se)_{ij} <9 \\         & 1, else         \end{aligned}        \right.   ,with (se)_{ij},M \in SE   \end{equation*}
\end{myquote}

So in words, if {\bfseries any} of the pixels in the structural element M has value 0, the erosion sets the value of M, a specific pixel in M, to zero. Otherwise E(M)=1

And for the {\bfseries dilation} D it holds, if {\bfseries any} value in SE is 1, the dilation of M, D(M), is set to 1.
\begin{myquote}
\item{} \begin{equation*}D(M)=\left\{ \begin{aligned}         & 1, if \sum_{i,j=0}^3 (se)_{ij} >=1 \\         & 0, else         \end{aligned}        \right.   ,with (se)_{ij},M \in SE   \end{equation*}
\end{myquote}
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\end{center}
\raggedright{}\myfigurewithoutcaption{49}
\end{minipage}\vspace{0.75cm}


\paragraph{Compositions of Dilation and Erosion: Opening and Closing of Images}
{$\text{ }$}\newline\label{77}

There are two compositions of dilation and erosion. One called {\bfseries opening} the other called {\bfseries closing}.
It holds:
\begin{myquote}
\item{} \begin{equation*}    \begin{aligned}      opening & = & dilation \circ erosion \\      closing & = & erosion \circ dilation     \end{aligned} \end{equation*}
\end{myquote}

\section{References}
\label{78}
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\section{Introduction}
\label{81}
The sensory system for the sense of hearing is the auditory system. This wikibook covers the physiology of the auditory system, and its application to the most successful neurosensory prosthesis -{} cochlear implants. The physics and engineering of acoustics are covered in a separate wikibook, {\itshape \myhref{http://en.wikibooks.org/wiki/Acoustics}{Acoustics}}. An excellent source of images and animations is \symbol{34}Journey into the world of hearing\symbol{34}
\myfootnote{
\myhref{ 
 }{ Journey into the world of hearing
 }. . Retrieved  }.

The ability to hear is not found as widely in the animal kingdom as other senses like touch, taste and smell. It is restricted mainly to vertebrates and insects. Within these, mammals and birds have the most highly developed sense of hearing. The table below shows frequency ranges of humans and some selected animals:


\begin{longtable}{>{\RaggedRight}p{0.33588\linewidth}>{\RaggedRight}p{0.58376\linewidth}} 
  {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}Humans  }&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}20-{}20\textquotesingle{}000 Hz\\   {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}Whales  }&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}20-{}100\textquotesingle{}000 Hz\\   {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}Bats  }&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}1\textquotesingle{}500-{}100\textquotesingle{}000 Hz\\   {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}Fish  }&\hspace*{0pt}\ignorespaces{}\hspace*{0pt}20-{}3\textquotesingle{}000 Hz 
\end{longtable}


The organ that detects sound is the ear. It acts as receiver in the process of collecting acoustic information and passing it through the nervous system into the brain.
The ear includes structures for both the sense of hearing and the sense of balance. It does not only play an important role as part of the auditory system in order to receive sound but also in the sense of balance and body position.


\begin{longtable}{>{\RaggedRight}p{0.20982\linewidth}>{\RaggedRight}p{0.20982\linewidth}>{\RaggedRight}p{0.20982\linewidth}>{\RaggedRight}p{0.20982\linewidth}} 
  \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/50.jpg}\end{center}\myfigurewithcaption{50}{Mother and child}\end{minipage}  &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/51.jpg}\end{center}\myfigurewithcaption{51}{Humpback whales in the singing position}\end{minipage}  &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/52.jpg}\end{center}\myfigurewithcaption{52}{Big eared townsend bat}\end{minipage}  &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/53.jpg}\end{center}\myfigurewithcaption{53}{Hyphessobrycon pulchripinnis fish}\end{minipage} 
\end{longtable}


Humans have a pair of ears placed symmetrically on both sides of the head which makes it possible to localize sound sources. The brain extracts and processes different forms of data in order to localize sound, such as: 
\begin{myitemize}
\item{}  the shape of the sound spectrum at the tympanic membrane (eardrum) 
\item{}  the difference in sound intensity between the left and the right ear 
\item{}  the difference in time-{}of-{}arrival between the left and the right ear 
\item{}  the difference in time-{}of-{}arrival between reflections of the ear itself (this means in other words: the shape of the pinna (pattern of folds and ridges) captures sound-{}waves in a way that helps localizing the sound source, especially on the vertical axis.
\end{myitemize}



Healthy, young humans are able to hear sounds over a frequency range from 20 Hz to 20 kHz. We are most sensitive to frequencies between 2000 to 4000 Hz which is the frequency range of spoken words. The frequency resolution is 0.2\% which means that one can distinguish between a tone of 1000 Hz and 1002 Hz. A sound at 1 kHz can be detected if it deflects the tympanic membrane (eardrum) by less than 1 Angstrom, which is less than the diameter of a hydrogen atom. This extreme sensitivity of the ear may explain why it contains the smallest bone that exists inside a human body: the stapes (stirrup). It is 0.25 to 0.33 cm long and weighs between 1.9 and 4.3 mg.

\label{82}\section{Anatomy of the Auditory System}
\label{83}


\begin{minipage}{0.37500\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/54.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{54}{Human (external) ear}
\end{minipage}\vspace{0.75cm}



The aim of this section is to explain the anatomy of the auditory system of humans. The chapter illustrates the composition of auditory organs in the sequence that acoustic information proceeds during sound perception. $\text{ }$\newline{}

Please note that the core information for “Sensory Organ Components” can also be found on the Wikipedia page “Auditory system”, excluding some changes like extensions and specifications made in this article. (see also: Wikipedia \myhref{http://en.wikipedia.org/wiki/Auditory_system}{ Auditory system}) $\text{ }$\newline{}



The auditory system senses sound waves, that are changes in air pressure, and converts these changes into electrical signals. These signals can then be processed, analyzed and interpreted by the brain. For the moment, let\textquotesingle{}s focus on the structure and components of the auditory system. The auditory system consists mainly of two parts:
\begin{myitemize}
\item{}  the ear and $\text{ }$\newline{}

\item{}  the auditory nervous system (central auditory system) $\text{ }$\newline{}

\end{myitemize}


\subsection{The ear}
\label{84}
The ear is the organ where the first processing of sound occurs and where the sensory receptors are located. It consists of three parts: $\text{ }$\newline{}

\begin{myitemize}
\item{}  outer ear $\text{ }$\newline{}

\item{}  middle ear $\text{ }$\newline{}

\item{}  inner ear $\text{ }$\newline{}
 
\end{myitemize}




\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/55.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{55}{Anatomy of the human ear (green: outer ear / red: middle ear / purple: inner ear)}
\end{minipage}\vspace{0.75cm}


\subsubsection{Outer ear}
\label{85}
{\itshape Function}: Gathering sound energy and amplification of sound pressure. $\text{ }$\newline{}

The folds of cartilage surrounding the ear canal (external auditory meatus, external acoustic meatus) are called the pinna. It is the visible part of the ear. Sound waves are reflected and attenuated when they hit the pinna, and these changes provide additional information that will help the brain determine the direction from which the sounds came.
The sound waves enter the auditory canal, a deceptively simple tube. The ear canal amplifies sounds that are between 3 and 12 kHz. At the far end of the ear canal is the tympanic membrane (eardrum), which marks the beginning of the middle ear.
\subsubsection{Middle ear}
\label{86}


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/56.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{56}{  Micro-{}CT image of the ossicular chain showing the relative position of each ossicle.}
\end{minipage}\vspace{0.75cm}



{\itshape Function}: Transmission of acoustic energy from air to the cochlea. $\text{ }$\newline{}

Sound waves traveling through the ear canal will hit the tympanic membrane (tympanum, eardrum). This wave information travels across the air-{}filled tympanic cavity (middle ear cavity) via a series of bones: the malleus (hammer), incus (anvil) and stapes (stirrup). These ossicles act as a lever and a teletype, converting the lower-{}pressure eardrum sound vibrations into higher-{}pressure sound vibrations at another, smaller membrane called the oval (or elliptical) window, which is one of two openings into the cochlea of the inner ear. The second opening is called round window. It allows the fluid in the cochlea to move.
The malleus articulates with the tympanic membrane via the manubrium, whereas the stapes articulates with the oval window via its footplate. Higher pressure is necessary because the inner ear beyond the oval window contains liquid rather than air. The sound is not amplified uniformly across the ossicular chain. The stapedius reflex of the middle ear muscles helps protect the inner ear from damage. 
The middle ear still contains the sound information in wave form; it is converted to nerve impulses in the cochlea.
\subsubsection{Inner ear}
\label{87}
\begin{longtable}{|>{\RaggedRight}p{0.45982\linewidth}|>{\RaggedRight}p{0.45982\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Structural diagram of the cochlea }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Cross section of the cochlea}\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/57.\SVGExtension}\end{center}\myfigurewithoutcaption{57}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/58.\SVGExtension}\end{center}\myfigurewithoutcaption{58}\end{minipage}\\ \hline 
\end{longtable}




{\itshape Function}: Transformation of mechanical waves (sound) into electric signals (neural signals). $\text{ }$\newline{}

The inner ear consists of the cochlea and several non-{}auditory structures. The cochlea is a snail-{}shaped part of the inner ear. It has three fluid-{}filled sections: scala tympani (lower gallery), scala media (middle gallery, cochlear duct) and scala vestibuli (upper gallery). The cochlea supports a fluid wave driven by pressure across the basilar membrane separating two of the sections (scala tympani and scala media). The basilar membrane is about 3 cm long and between 0.5 to 0.04 mm wide. Reissner’s membrane (vestibular membrane) separates scala media and scala vestibuli. 
Strikingly, one section, the scala media, contains an extracellular fluid similar in composition to endolymph, which is usually found inside of cells. The organ of Corti is located in this duct, and transforms mechanical waves to electric signals in neurons. The other two sections, scala tympani and scala vestibuli, are located within the bony labyrinth which is filled with fluid called perilymph. The chemical difference between the two fluids endolymph (in scala media) and perilymph (in scala tympani and scala vestibuli) is important for the function of the inner ear.
\subsubsection{Organ of Corti}
\label{88}
The organ of Corti forms a ribbon of sensory epithelium which runs lengthwise down the entire cochlea. The hair cells of the organ of Corti transform the fluid waves into nerve signals. The journey of a billion nerves begins with this first step; from here further processing leads to a series of auditory reactions and sensations. $\text{ }$\newline{}

\subsection{Transition from ear to auditory nervous system}
\label{89}


\begin{minipage}{0.75000\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/59.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{59}{Section through the spiral organ of Corti}
\end{minipage}\vspace{0.75cm}


\subsubsection{Hair cells}
\label{90}
Hair cells are columnar cells, each with a bundle of 100-{}200 specialized cilia at the top, for which they are named. These cilia are the mechanosensors for hearing. The shorter ones are called stereocilia, and the longest one at the end of each haircell bundlekinocilium. The location of the kinocilium determines the on-{}direction, i.e. the direction of deflection inducing the maximum hair cell excitation. Lightly resting atop the longest cilia is the tectorial membrane, which moves back and forth with each cycle of sound, tilting the cilia and allowing electric current into the hair cell. $\text{ }$\newline{}

The function of hair cells is not fully established up to now. Currently, the knowledge of the function of hair cells allows to replace the cells by cochlear implants in case of hearing lost. However, more research into the function of the hair cells may someday even make it possible for the cells to be repaired. The current model is that cilia are attached to one another by “tip links”, structures which link the tips of one cilium to another. Stretching and compressing, the tip links then open an ion channel and produce the receptor potential in the hair cell. Note that a deflection of 100 nanometers already elicits 90\% of the full receptor potential.
\subsubsection{Neurons}
\label{91}
The nervous system distinguishes between nerve fibres carrying information {\itshape towards} the central nervous system and nerve fibres carrying the information {\itshape away} from it: 
\begin{myitemize}
\item{}  {\itshape Afferent neurons} (also sensory or receptor neurons) carry nerve impulses from receptors (sense organs) {\itshape towards} the central nervous system
\item{}  {\itshape Efferent neurons} (also motor or effector neurons) carry nerve impulses {\itshape away} from the central nervous system to effectors such as muscles or glands (and also the ciliated cells of the inner ear)
\end{myitemize}


Afferent neurons innervate cochlear inner hair cells, at synapses where the neurotransmitter glutamate communicates signals from the hair cells to the dendrites of the primary auditory neurons.
There are far fewer inner hair cells in the cochlea than afferent nerve fibers. The neural dendrites belong to neurons of the auditory nerve, which in turn joins the vestibular nerve to form the vestibulocochlear nerve, or cranial nerve number VIII. $\text{ }$\newline{}

Efferent projections from the brain to the cochlea also play a role in the perception of sound. Efferent synapses occur on outer hair cells and on afferent (towards the brain) dendrites under inner hair cells.  $\text{ }$\newline{}

\subsection{Auditory nervous system}
\label{92}
The sound information, now re-{}encoded in form of electric signals, travels down the auditory nerve (acoustic nerve, vestibulocochlear nerve, VIIIth cranial nerve), through intermediate stations such as the cochlear nuclei and superior olivary complex of the brainstem and the inferior colliculus of the midbrain, being further processed at each waypoint. The information eventually reaches the thalamus, and from there it is relayed to the cortex. In the human brain, the primary auditory cortex is located in the temporal lobe.
\subsubsection{Primary auditory cortex}
\label{93}
The primary auditory cortex is the first region of cerebral cortex to receive auditory input.
Perception of sound is associated with the right posterior superior temporal gyrus (STG). The superior temporal gyrus contains several important structures of the brain, including Brodmann areas 41 and 42, marking the location of the primary auditory cortex, the cortical region responsible for the sensation of basic characteristics of sound such as pitch and rhythm.
The auditory association area is located within the temporal lobe of the brain, in an area called the Wernicke\textquotesingle{}s area, or area 22. This area, near the lateral cerebral sulcus, is an important region for the processing of acoustic signals so that they can be distinguished as speech, music, or noise.
\LaTeXNullTemplate{}
\label{94}\section{Auditory Signal Processing}
\label{95}
Now that the anatomy of the auditory system has been sketched out, this topic goes deeper into the physiological processes which take place while perceiving acoustic information and converting this information into data that can be handled by the brain. Hearing starts with pressure waves hitting the auditory canal and is finally perceived by the brain. This section details the process transforming vibrations into perception.
\subsection{Effect of the head}
\label{96}
Sound waves with a wavelength shorter than the head produce a sound shadow on the ear further away from the sound source. When the wavelength is shorter than the head, diffraction of the sound leads to approximately equal sound intensities on both ears.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/60.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{60}{ Difference in loudness and timing help us to localize the source of a sound signal.}
\end{minipage}\vspace{0.75cm}


\subsection{Sound reception at the pinna}
\label{97}
The pinna collects sound waves in air affecting sound coming from behind and the front differently with its corrugated shape. The sound waves are reflected and attenuated or amplified. These changes will later help sound localization.

In the external auditory canal, sounds between 3 and 12 kHz -{} a range crucial for human communication -{} are amplified. It acts as resonator amplifying the incoming frequencies.
\subsection{Sound conduction to the cochlea}
\label{98}
Sound that entered the pinna in form of waves travels along the auditory canal until it reaches the beginning of the middle ear marked by the tympanic membrane (eardrum). Since the inner ear is filled with fluid, the middle ear is kind of an impedance matching device in order to solve the problem of sound energy reflection on the transition from air to the fluid. As an example, on the transition from air to water 99.9\% of the incoming sound energy is reflected. This can be calculated using: $\text{ }$\newline{}

\begin{myquote}
\item{} {$ \frac{I_r}{I_i} = \left ( \frac {Z_2 - Z_1}{Z_2 + Z_1} \right ) ^2 $}  $\text{ }$\newline{}

\end{myquote}

with I\textsubscript{r}  the intensity of the reflected sound, I\textsubscript{i} the intensity of the incoming sound and Z\textsubscript{k} the wave resistance of the two media ( Z\textsubscript{air} = 414 kg m\textsuperscript{-{}2} s\textsuperscript{-{}1} and Z\textsubscript{water} = 1.48*10\textsuperscript{6} kg m\textsuperscript{-{}2} s\textsuperscript{-{}1}). Three factors that contribute the impedance matching are:
\begin{myitemize}
\item{}  the relative size difference between tympanum and oval window
\item{}  the lever effect of the middle ear ossicles and
\item{}  the shape of the tympanum.
\end{myitemize}




\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/61.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{61}{ Mechanics of the amplification effect of the middle ear. }
\end{minipage}\vspace{0.75cm}



The longitudinal changes in air pressure of the sound-{}wave cause the tympanic membrane to vibrate which, in turn, makes the three chained ossicles malleus, incus and stirrup oscillate synchronously. These bones vibrate as a unit, elevating the energy from the tympanic membrane to the oval window. In addition, the energy of sound is further enhanced by the areal difference between the membrane and the stapes footplate. The middle ear acts as an impedance transformer by changing the sound energy collected by the tympanic membrane into greater force and less excursion. This mechanism facilitates transmission of sound-{}waves in air into vibrations of the fluid in the cochlea. The transformation results from the pistonlike in-{} and out-{}motion by the footplate of the stapes which is located in the oval window. This movement performed by the footplate sets the fluid in the cochlea into motion.

Through the {\itshape stapedius muscle}, the smallest muscle in the human body, the middle ear has a gating function: contracting this muscle changes the impedance of the middle ear, thus protecting the inner ear from damage through loud sounds.
\subsection{Frequency analysis in the cochlea}
\label{99} 
The three fluid-{}filled compartements of the cochlea (scala vestibuli, scala media, scala tympani) are separated by the basilar membrane and the Reissner’s membrane. The function of the cochlea is to separate sounds according to their spectrum and transform it into a neural code. 
When the footplate of the stapes pushes into the perilymph of the scala vestibuli, as a consequence the membrane of Reissner bends into the scala media. This elongation of Reissner’s membrane causes the endolymph to move within the scala media and induces a displacement of the basilar membrane. 
The separation of the sound frequencies in the cochlea is due to the special properties of the basilar membrane. The fluid in the cochlea vibrates (due to in-{} and out-{}motion of the stapes footplate) setting the membrane in motion like a traveling wave. The wave starts at the base and progresses towards the apex of the cochlea. The transversal waves in the basilar membrane propagate with $\text{ }$\newline{}

\begin{myquote}
\item{} {$ c_{trans} = \sqrt{\frac{\mu}{\rho}} $} $\text{ }$\newline{}

\end{myquote}

with μ the shear modulus and ρ the density of the material. Since width and tension of the basilar membrane change, the speed of the waves propagating along the membrane changes from about 100 m/s near the oval window to 10 m/s near the apex. 

There is a point along the basilar membrane where the amplitude of the wave decreases abruptly. At this point, the sound wave in the cochlear fluid produces the maximal displacement (peak amplitude) of the basilar membrane. The distance the wave travels before getting to that characteristic point depends on the frequency of the incoming sound. Therefore each point of the basilar membrane corresponds to a specific value of the stimulating frequency. A low-{}frequency sound travels a longer distance than a high-{}frequency sound before it reaches its characteristic point. Frequencies are scaled along the basilar membrane with high frequencies at the base and low frequencies at the apex of the cochlea.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/62.png}
\end{center}
\raggedright{}\myfigurewithcaption{62}{ The position x of the maximal amplitude of the travelling wave corresponds in a 1-{}to-{}1 way to a stimulus frequency.}
\end{minipage}\vspace{0.75cm}


\subsection{Sensory transduction in the cochlea}
\label{100}
Most everyday sounds are composed of multiple frequencies. The brain processes the distinct frequencies, not the complete sounds. Due to its inhomogeneous properties, the basilar membrane is performing an approximation to a Fourier transform. The sound is thereby split into its different frequencies, and each hair cell on the membrane corresponds to a certain frequency.
The loudness of the frequencies is encoded by the firing rate of the corresponding afferent fiber. This is due to the amplitude of the traveling wave on the basilar membrane, which depends on the loudness of the incoming sound.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/63.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{63}{ Transduction mechanism in auditory or vestibular hair cell. Tilting the hair cell towards the kinocilium opens the potassium ion channels. This changes the receptor potential in the hair cell. The resulting emission of neurotransmitters can elicit an action potential (AP) in the post-{}synaptic cell.}
\end{minipage}\vspace{0.75cm}





\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/64.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{64}{Auditory haircells are very similar to those of the vestibular system. Here an electron microscopy image of a frog\textquotesingle{}s sacculus haircell.}
\end{minipage}\vspace{0.75cm}



The sensory cells of the auditory system, known as hair cells, are located along the basilar membrane within the organ of Corti. Each organ of Corti contains about 16’000 such cells, innervated by about 30\textquotesingle{}000 afferent nerve fibers. There are two anatomically and functionally distinct types of hair cells: the inner and the outer hair cells. Along the basilar membrane these two types are arranged in one row of inner cells and three to five rows of outer cells. Most of the afferent innervation comes from the inner hair cells while most of the efferent innervation goes to the outer hair cells. The inner hair cells influence the discharge rate of the individual auditory nerve fibers that connect to these hair cells. Therefore inner hair cells transfer sound information to higher auditory nervous centers. The outer hair cells, in contrast, amplify the movement of the basilar membrane by injecting energy into the motion of the membrane and reducing frictional losses but do not contribute in transmitting sound information. 
The motion of the basilar membrane deflects the stereocilias (hairs on the hair cells) and causes the intracellular potentials of the hair cells to decrease (depolarization) or increase (hyperpolarization), depending on the direction of the deflection. When the stereocilias are in a resting position, there is a steady state current flowing through the channels of the cells. The movement of the stereocilias therefore modulates the current flow around that steady state current.

Lets look at the modes of action of the two different hair cell types separately: 

\begin{myitemize}
\item{}  Inner hair cells: 
\end{myitemize}

The deflection of the hair-{}cell stereocilia opens mechanically gated ion channels that allow small, positively charged potassium ions (K\textsuperscript{+}) to enter the cell and causing it to depolarize. Unlike many other electrically active cells, the hair cell itself does not fire an action potential. Instead, the influx of positive ions from the endolymph in scala media depolarizes the cell, resulting in a receptor potential. This receptor potential opens voltage gated calcium channels; calcium ions (Ca\textsuperscript{2+}) then enter the cell and trigger the release of neurotransmitters at the basal end of the cell. The neurotransmitters diffuse across the narrow space between the hair cell and a nerve terminal, where they then bind to receptors and thus trigger action potentials in the nerve. In this way, neurotransmitter increases the firing rate in the VIIIth cranial nerve and the mechanical sound signal is converted into an electrical nerve signal. $\text{ }$\newline{}

The repolarization in the hair cell is done in a special manner. The perilymph in Scala tympani has a very low concentration of positive ions. The electrochemical gradient makes the positive ions flow through channels to the perilymph. (see also: Wikipedia \myhref{http://en.wikipedia.org/wiki/Hair_cell}{ Hair cell})

\begin{myitemize}
\item{}  Outer hair cells: 
\end{myitemize}

In humans outer hair cells, the receptor potential triggers active vibrations of the cell body. This mechanical response to electrical signals is termed somatic electromotility and drives oscillations in the cell’s length, which occur at the frequency of the incoming sound and provide mechanical feedback amplification. Outer hair cells have evolved only in mammals. Without functioning outer hair cells the sensitivity decreases by approximately 50 dB (due to greater frictional losses in the basilar membrane which would damp the motion of the membrane). They have also improved frequency selectivity (frequency discrimination), which is of particular benefit for humans, because it enables sophisticated speech and music. (see also: Wikipedia \myhref{http://en.wikipedia.org/wiki/Hair_cell}{ Hair cell})

With no external stimulation, auditory nerve fibres discharge action potentials in a random time sequence. This random time firing is called spontaneous activity. The spontaneous discharge rates of the fibers vary from very slow rates to rates of up to 100 per second. Fibers are placed into three groups depending on whether they fire spontaneously at high, medium or low rates. Fibers with high spontaneous rates (>{} 18 per second) tend to be more sensitive to sound stimulation than other fibers.
\subsection{Auditory pathway of nerve impulses}
\label{101}


\begin{minipage}{0.62500\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/65.png}
\end{center}
\raggedright{}\myfigurewithcaption{65}{Lateral lemniscus in red, as it connects the cochlear nucleus, superior olivary nucleus and the inferior colliculus. Seen from behind.}
\end{minipage}\vspace{0.75cm}



So in the inner hair cells the mechanical sound signal is finally converted into electrical nerve signals. The inner hair cells are connected to auditory nerve fibres whose nuclei form the spiral ganglion. In the spiral ganglion the electrical signals (electrical spikes, action potentials) are generated and transmitted along the cochlear branch of the auditory nerve (VIIIth cranial nerve) to the cochlear nucleus in the brainstem. $\text{ }$\newline{}
 

From there, the auditory information is divided into at least two streams: $\text{ }$\newline{}


\begin{myitemize}
\item{}  Ventral Cochlear Nucleus: $\text{ }$\newline{}

\end{myitemize}

One stream is the ventral cochlear nucleus which is split further into the posteroventral cochlear nucleus (PVCN) and the anteroventral cochlear nucleus (AVCN).
The ventral cochlear nucleus cells project to a collection of nuclei called the superior olivary complex.
\subsubsection{Superior olivary complex: Sound localization}
\label{102}
The superior olivary complex -{} a small mass of gray substance -{} is believed to be involved in the localization of sounds in the azimuthal plane (i.e. their degree to the left or the right). There are two major cues to sound localization: Interaural level differences (ILD) and interaural time differences (ITD). The ILD measures differences in sound intensity between the ears. This works for high frequencies (over 1.6 kHz), where the wavelength is shorter than the distance between the ears, causing a head shadow -{} which means that high frequency sounds hit the averted ear with lower intensity. Lower frequency sounds don\textquotesingle{}t cast a shadow, since they wrap around the head. However, due to the wavelength being larger than the distance between the ears, there is a phase difference between the sound waves entering the ears -{} the timing difference measured by the ITD. This works very precisely for frequencies below 800 Hz, where the ear distance is smaller than half of the wavelength.
Sound localization in the median plane (front, above, back, below) is helped through the outer ear, which forms direction-{}selective filters.

There, the differences in time and loudness of the sound information in each ear are compared. Differences in sound intensity are processed in cells of the lateral superior olivary complexm and timing differences (runtime delays) in the medial superior olivary complex. Humans can detect timing differences between the left and right ear down to 10 μs, corresponding to a difference in sound location of about 1 deg. This comparison of sound information from both ears allows the determination of the direction where the sound came from. The superior olive is the first node where signals from both ears come together and can be compared.
As a next step, the superior olivary complex sends information up to the inferior colliculus via a tract of axons called lateral lemniscus. The function of the inferior colliculus is to integrate information before sending it to the thalamus and the auditory cortex. It is interesting to know that the {\itshape superior} colliculus close by shows an interaction of auditory and visual stimuli.

\begin{myitemize}
\item{}  Dorsal Cochlear Nucleus: $\text{ }$\newline{}

\end{myitemize}

The dorsal cochlear nucleus (DCN) analyzes the quality of sound and projects directly via the lateral lemnisucs to the inferior colliculus. $\text{ }$\newline{}


From the inferior colliculus the auditory information from ventral as well as dorsal cochlear nucleus proceeds to the auditory nucleus of the thalamus which is the medial geniculate nucleus. The medial geniculate nucleus further transfers information to the primary auditory cortex, the region of the human brain that is responsible for processing of auditory information, located on the temporal lobe. The primary auditory cortex is the first relay involved in the conscious perception of sound.
\subsection{Primary auditory cortex and higher order auditory areas}
\label{103}

Sound information that reaches the primary auditory cortex (Brodmann areas 41 and 42). The primary auditory cortex is the first relay involved in the conscious perception of sound. It is known to be tonotopically organized and performs the basics of hearing: pitch and volume. Depending on the nature of the sound (speech, music, noise), is further passed to higher order auditory areas. Sounds that are words are processed by Wernicke’s area (Brodmann area 22). This area is involved in understanding written and spoken language (verbal understanding). The production of sound (verbal expression) is linked to Broca’s area (Brodmann areas 44 and 45). The muscles to produce the required sound when speaking are contracted by the facial area of motor cortex which are regions of the cerebral cortex that are involved in planning, controlling and executing voluntary motor functions.
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\raggedright{}\myfigurewithcaption{66}{Lateral surface of the brain with Brodmann\textquotesingle{}s areas numbered.}
\end{minipage}\vspace{0.75cm}


\LaTeXNullTemplate{}
\label{104}\section{Human Speech}
\label{105}\subsection{Terminology}
\label{106}\subsubsection{Loudness}
\label{107}
The intensity of sound is typically expressed in deciBel (dB), defined as

\begin{myquote}
\item{} \begin{equation*} SPL = 20 * log \frac{p}{p_0} \end{equation*}
\end{myquote}


where SPL = “sound pressure level” (in dB), and the reference pressure is {$p_0 = 2*10^{-5} N/m^2 $}. Note that this is much smaller than the air pressure (ca. 10\textsuperscript{5} N/m\textsuperscript{2})! Also watch out, because sound is often expressed relative to \symbol{34}Hearing Level\symbol{34} instead of SPL.

\begin{myitemize}
\item{}  0 -{} 20 dB SPL ... hearing level (0 dB for sinusoidal tones, from 1{\mbox{$~$}}kHz – 4{\mbox{$~$}}kHz)
\item{}  60 dB SPL ... medium loud tone, conversational speech
\end{myitemize}


Fundamental frequency, from the vibrations of the vocal cords in the larynx, is about 120{\mbox{$~$}}Hz for adult male, 250{\mbox{$~$}}Hz for adult female, and up to 400{\mbox{$~$}}Hz for children.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/67.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{67}{Frequency-{} and loudness-{}dependence of human hearing loss.}
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\subsubsection{Formants}
\label{108}
Formants are the dominant frequencies in human speech, and are caused by resonances of the signals from the vocal cord in our mouth etc. Formants show up as distinct peaks of energy in the sound\textquotesingle{}s frequency spectrum. They are numbered in ascending order starting with the format at the lowest frequency.
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\raggedright{}\myfigurewithcaption{68}{Spectrogram of the German vowels \symbol{34}a,e,i,o,u\symbol{34}. These correspond approximately to the vowels in the English words \symbol{34}hut, hat, hit, hot, put\symbol{34}. Calculated using the MATLAB command \symbol{34}spectrogram(data, 512,256, 512, fs)\symbol{34}. The chapter \mylref{106}{Power Spectrum of Non-{}stationary Signals} below describes the mathematics behind the spectrogram.}
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\subsubsection{Phonems}
\label{109}
Speech is often considered to consist of a sequence of acoustic units called phons, which correspond to linguistic units called phonemes. Phonemes are the smallest units of sound that allows different words to be distinguished. The word \symbol{34}dog\symbol{34}, for example, contains three phonemes. Changes to the first, second, and third phoneme respectively produce the words \symbol{34}log\symbol{34}, \symbol{34}dig\symbol{34}, and \symbol{34}dot\symbol{34}. English is said to contain 40 different phonemes, specified as in /d/, /o/, /g/ for the word \symbol{34}dog\symbol{34}.
\subsection{Speech Perception}
\label{110}
The ability of humans to decode speech signals still easily exceeds that of any algorithm developed so far. While automatic speech recognition has become fairly successful in recognizing clearly spoken speech in environments with high Signal-{}to-{}noise ratio, once the conditions become a bit less than ideal, recognition algorithms tend to perform vary poorly compared to humans. It seems from this that our computer speech recognition algorithms have not yet come close to capturing the underlying algorithm that humans use to recognize speech.

Evidence has shown that the perception of speech takes quite a different route than the perception of other sounds in the brain. While studies on non-{}speech sound responses have generally found response to be graded with stimulus, speech studies have repeatedly found a discretization of response when a graded stimulus is presented. For instance, Lisker and Abramson,\myfootnote{Lisker L., Abramson. \symbol{34}The voicing dimsension: Some experiments in comparative phonetics\symbol{34}.(1970)} played a pre-{}voiced \textquotesingle{}b/p\textquotesingle{} sound. Whether the sound is interpreted as a /b/ or a /p/ depends on the voice onset time (VOT). They found
that when smoothly varying the VOT, there was a sharp change (at \~{}20ms after the consonant is played) where subjects switched their identification from /b/ to /p/. Furthermore, subjects had a great deal of difficulty differentiating between two sounds in the same category (e.g. pairs of sounds with a VOTs of -{}10ms to 10m, which would both be /b/\textquotesingle{}s, than sounds with a 10ms to 30ms, which would be identified as a b and a p). This shows that some type of categorization scheme is going on. One of the main problems encountered when trying to build a model of speech perception is the so-{}called \textquotesingle{}Lack of Invariance\textquotesingle{}, which could more straightforwardly just be stated as the \textquotesingle{}variance\textquotesingle{}. This term refers to the fact that a single phoneme (e.g. /p/ as in sPeech or Piety), has a great variety of
waveforms that map to it, and that the mapping between an acoustic waveform and a phoneme is far from obvious and heavily context-{}dependent, yet human listeners reliably give the correct result. Even when the context is similar, a waveform will show a great deal of variance due to factors such as the pace of speech, the identity of the speaker and the tone in which he is speaking.
So while there is no agreed-{}upon model of speech perception, the existing models can be split into two classes: Passive Perception and Active perception. 
\subsubsection{Passive Perception Models}
\label{111}
Passive perception theories generally describe the problem of speech perception in the same way that most sensory signal-{}processing algorithms do: Some raw input signal goes in, and is processed though a hierarchy where each subsequent step extracts some increasingly abstract signal from the input. One of the early examples of a passive model was distinctive feature theory. The idea is to identify the presence of sets of binary values for certain features. For example, \textquotesingle{}nasal/oral\textquotesingle{}, \textquotesingle{}vocalic/non-{}vocalic\textquotesingle{}.
The theory is that a phoneme is interpreted as a binary vector of the presence or absence of these features. These features can be extracted from the spectrogram data. Other passive models, such as those described by Selfridge \myfootnote{Selfridge, O.C \symbol{34}Pandomonium: a paradigm for learning\symbol{34}. 1959} and Uttley,\myfootnote{Uttley, AM. 1966, \symbol{34}The transmission of information and effects of local feedback in theoretical and neural networks.\symbol{34} (1966).} involve a kind of template-{}matching, where a hierarchy of processing layers extract features that are increasingly abstract and invariant to certain irrelevant features (such as identity of the speaker when classifying phonemes).
\subsubsection{Active Perception Models}
\label{112}
An entirely different take on speech perception are active-{}perception theories. These theories make the point that it would be redundant for the brain to have two parallel systems for speech perception and speech production, given that the ability produce a sound is so closely tied with the ability to identify it -{} proponents of these theories argue that it would be wasteful and complicated to maintain two separate databases-{}one containing the programs to identify phonemes, and another to produce them. They argue that speech perception is actually done by attempting to replicate the incoming signal, and thus using the same circuits for phoneme production as for identification. The Motor Theory of speech perception (Liberman et al., 1967), states that speech sounds are identified not by any sort of template matching, but by using the speech-{}generating mechanisms to try and regenerate a copy of the speech signal. It states that phonemes should not be seen as hidden signals within the speech, but as “cues” that the generating mechanism attempts to reproduce in a pre-{}speech signal. The theory states that speech-{}generating regions of the brain learn which speech-{}precursor signals will produce which sounds by the constant feedback loop of always hearing one\textquotesingle{}s own speech.
The babbling of babies, it is argued, is a way of learning this how to generate these “cue” sounds from pre-{}motor signals.\myfootnote{Liberman, A.M., Mattingly, IG, Turvey, MT. \symbol{34}Language codes and memory codes\symbol{34} (1967)}

A similar idea is proposed in the analysis-{}by-{}synthesis model, by Stevens and Halle.\myfootnote{Stevens, KN, Halle, M. \symbol{34}Remarks on analysis by synthesis and distinctive features\symbol{34}} This describes a generative model which attempts to regenerate a similar signal to the incoming sound. It essentially takes advantage of the fact that speech-{}generating mechanisms are similar between people, and that the characteristic features that one hears in speech can be reproduced by the speaker. As the speaker hears the sound, the speech centers attempt to generate the signal that\textquotesingle{}s coming in. Comparators give constant feedback on the quality of the regeneration. The \textquotesingle{}units of perception\textquotesingle{}, are therefore not so much abstractions of the incoming sound, as pre-{}motor commands for generating the same speech. 

Motor theories took a serious hit when a series of studies on what is now known as Broca\textquotesingle{}s Aphasia were published.  This condition impairs one\textquotesingle{}s ability to produce speech sounds, without impairing the ability to comprehend them, whereas motor theory, taken in its original form, states that production and comprehension are done by the same circuits, so impaired speech production should imply impaired speech comprehension. The existence of Broca\textquotesingle{}s aphasia appears to contradicts this prediction.\myfootnote{Hick, G. The role of mirror neurons in speech and language processing. (2010)}
\subsubsection{Current Models}
\label{113}
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One of the most influential computational models of speech perception is called TRACE.\myfootnote{McClelland, JL. The TRACE Model of Speech Perception (1986)} TRACE is a neural-{}network-{}like model, with three layers and a recurrent connection scheme. The first layer extracts features from an input spectrogram in temporal order, basically simulating the cochlea. The second layer extracts phonemes from the feature information, and the third layer extracts words from the phoneme information. The model contains feed-{}forward (bottom-{}up) excitatory connections, lateral inhibitory
connections, and feedback (top-{}down) excitatory connections. In this model, each computational unit corresponds to some unit of perception (e.g. the phoneme /p/ or the word \symbol{34}preposterous\symbol{34}). The basic idea is that, based on their input, units within a layer will compete to have the strongest output. The lateral inhibitory connections result in a sort of winner-{}takes-{}all circuit, in which the unit with the strongest input will inhibit its neighbors and become the clear winner. The feedback connections allow us to explain the effect of context-{}dependent comprehension -{} for example, suppose the phoneme layer, based on its bottom-{}up inputs, could not decide whether it had  heard a /g/ or a /k/, but that the phoneme was preceded by \textquotesingle{}an\textquotesingle{}, and followed by \textquotesingle{}ry\textquotesingle{}. Both the /g/
and /k/ units would initially be equally activated, sending inputs up to the word level, which would already contain excited units corresponding to words such as \textquotesingle{}anaconda\textquotesingle{}, \textquotesingle{}angry\textquotesingle{}, and \textquotesingle{}ankle\textquotesingle{}, which had been activated by the preceding \textquotesingle{}an\textquotesingle{}. The excitement of the /g/ or /k/
\label{114}\section{Cochlear Implants}
\label{115}
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A cochlear implant (CI) is a surgically implanted electronic device that replaces the mechanical parts of the auditory system by directly stimulating the auditory nerve fibers through electrodes inside the cochlea. Candidates for cochlear implants are people with severe to profound sensorineural hearing loss in both ears and a functioning auditory nervous system. They are used by post-{}lingually deaf people to regain some comprehension of speech and other sounds as well as by pre-{}lingually deaf children to enable them to gain spoken language skills. (Diagnosis of hearing loss in newborns and infants is done using otoacoustic emissions, and/or the recording of auditory evoked potentials.) A quite recent evolution is the use of bilateral implants allowing recipients basic sound localization.
\subsection{Parts of the cochlear implant}
\label{116}
The implant is surgically placed under the skin behind the ear. The basic parts of the device include:

{\itshape External:}
\begin{myitemize}
\item{}  a microphone which picks up sound from the environment
\item{}  a speech processor which selectively filters sound to prioritize audible speech and sends the electrical sound signals through a thin cable to the transmitter,
\item{}  a transmitter, which is a coil held in position by a magnet placed behind the external ear, and transmits the processed sound signals to the internal device by electromagnetic induction,
\end{myitemize}


{\itshape Internal:}
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\raggedright{}\myfigurewithcaption{71}{The internal part of a cochlear implant (model Cochlear Freedom 24 RE)}
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\begin{myitemize}
\item{}  a receiver and stimulator secured in bone beneath the skin, which converts the signals into electric impulses and sends them through an internal cable to electrodes,
\item{}  an array of up to 24 electrodes wound through the cochlea, which send the impulses to the nerves in the scala tympani and then directly to the brain through the auditory nerve system
\end{myitemize}

\subsection{Signal processing for cochlear implants}
\label{117}
In normal hearing subjects, the primary information carrier for speech signals is the envelope, whereas for music, it is the fine structure. This is also relevant for tonal languages, like Mandarin, where the meaning of words depends on their intonation. It was also found that interaural time delays coded in the fine structure determine where a sound is heard from rather than interaural time delays coded in the envelope, although it is still the speech signal coded in the envelope that is perceived.

The speech processor in a cochlear implant transforms the microphone input signal into a parallel array of electrode signals destined for the cochlea. Algorithms for the optimal transfer function between these signals are still an active area of research.
The first cochlear implants were single-{}channel devices. The raw sound was band-{}passed filtered to include only the frequency range of speech, then modulated onto a 16{\mbox{$~$}}kHz wave to allow the electrical signal to electrically couple to the nerves. This approach was able to provide very basic hearing, but was extremely limited in that it was completely unable to take advantage of the frequency-{}location map of the cochlea.

The advent of multi-{}channel implants opened the door to try a number of different speech-{}processing strategies to facilitate hearing. These can be roughly divided into Waveform and Feature-{}Extraction strategies.  
\subsubsection{Waveform Strategies}
\label{118}
These generally involve applying a non-{}linear gain on the sound (as an input audio signal with a \~{}30dB dynamic range must be compressed into an electrical signal with just a \~{}5dB dynamic range), and passing it through parallel filter banks.  The first waveform strategy to be tried was Compressed Analog approach. In this system, the raw audio is initially filtered with a gain-{}controlled amplifier (the gain-{}control reduces the dynamic range of the signal). The signal is then passed through parallel band-{}pass filters, and the output of these filters goes on to stimulate electrodes at their appropriate locations.

A problem with the Compressed Analog approach was that the there was a strong interaction-{}effect between adjacent electrodes. If electrodes driven by two filters happened to be stimulating at the same time, the superimposed stimulation could cause unwanted distortion in the signals coming from hair cells that were within range of both of these electrodes. The solution to this was the
Continuous Interleaved Sampling Approach -{} in which the electrodes driven by adjacent filters stimulate at slightly different times. This eliminates the interference effect between nearby electrodes, but introduces the problem that, due to the interleaving, temporal resolution suffers.
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\raggedright{}\myfigurewithcaption{72}{Schematic representation of Continuous Interleaved Sampling (CIS). The processing (\symbol{34}Proc\symbol{34}) comprises the envelope detection, amplitude compression, digitization, and pulse modulation.}
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\subsubsection{Feature-{}Extraction Strategies}
\label{119}
These strategies focus less on transmitting filtered versions of the audio signal and more on extracting more abstract features of the signal and transmitting them to the electrodes.  The first feature-{}extraction strategies looked for the formants (frequencies with maximum energy) in speech. In order to do this, they would apply wide band filters (e.g. 270{\mbox{$~$}}Hz low-{}pass for F0 -{} the base formant, 300{\mbox{$~$}}Hz-{}1{\mbox{$~$}}kHz for F1, and 1{\mbox{$~$}}kHz-{}4{\mbox{$~$}}kHz for F2), then calculate the formant frequency, using the zero-{}crossings of each of these filter outputs, and formant-{}amplitude by looking at the envelope of the signals from each filter. Only electrodes corresponding to these formant frequencies would be activated. The main limitation of this approach was that formants primarily identify vowels, and consonant information, which primarily resides in higher frequencies, was poorly transmitted. The MPEAK system later improved on this design my incorporating high-{}frequency filters which could better simulate unvoiced sounds (consonants) by stimulating high-{}frequency electrodes, and formant frequency electrodes at random intervals.\myfootnote{\myplainurl{http://www.utdallas.edu/~loizou/cimplants/tutorial/tutorial.htm}}\myfootnote{www.ohsu.edu/nod/documents/week3/Rubenstein.pdf}\myfootnote{www.acoustics.bseeber.de/implant/ieee_talk.pdf}
\subsection{Current Developments}
\label{120}
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\raggedright{}\myfigurewithcaption{73}{Block diagram of the SPEAK processing scheme}
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Currently, the leading strategy is the SPEAK system, which combines characteristics of Waveform and Feature-{}Detection strategies. In this system, the signal passes through a parallel array of 20 band-{}pass filters. The envelope is extracted from each of these and several of the most powerful frequencies are selected (how many depends on the shape of the spectrum), and the rest are discarded. This is known as a \textquotesingle{}n-{}of-{}m\symbol{34} strategy. The amplitudes of these are then logarithmically compressed to adapt the mechanical signal range of sound to the much narrower electrical signal range of hair cells.
\subsubsection{Multiple microphones}
\label{121}
On its newest implants, the company Cochlea uses 3 microphones instead of one. The additional information is used for beam-{}forming, i.e. extracting more information from sound coming from straight ahead. This can improve the signal-{}to-{}noise ratio when talking to other people by up to 15dB, thereby significantly enhancing speech perception in noisy environments.
\subsubsection{Integration CI – Hearing Aid}
\label{122}
Preservation of low-{}frequency hearing after cochlear implantation is possible with careful surgical technique and with careful attention to electrode design. For patients with remaining low-{}frequency hearing, the company MedEl offers a combination of a cochlea implant for the higher frequencies, and classical hearing aid for the lower frequencies. This system, called EAS for electric-{}acoustic stimulation, uses with a lead of 18mm, compared to 31.5{\mbox{$~$}}mm for the full CI. (The length of the cochlea is about 36{\mbox{$~$}}mm.) This results in a significant improvement of music perception, and improved speech recognition for tonal languages. 
\subsubsection{Fine Structure}
\label{123}
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\raggedright{}\myfigurewithcaption{74}{Graph showing how envelope (in red) and phase (black dots, for zero crossings) of a signal can be simply derived with the Hilbert Transform.}
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For high frequencies, the human auditory system uses only tonotopic coding for information. For low frequencies, however, also temporal information is used: the auditory nerve fires synchronously with the phase of the signal. In contrast, the original CIs only used the power spectrum of the incoming signal. In its new models, MedEl incorporates the timing information for low frequencies, which it calls fine structure, in determining the timing of the stimulation pulses. This improves music perception, and speech perception for tonal languages like Mandarin.

Mathematically, envelope and fine-{}structure of a signal can be elegantly obtained with the {\itshape Hilbert Transform} (see Figure). The corresponding Python code is available under.\myfootnote{
\myhref{ 
 }{ Hilbert Transformation {$\text{[}$}Python{$\text{]}$}
 }.  
 . Retrieved  }
\subsubsection{Virtual Electrodes}
\label{124}
The numbers of electrodes available is limited by the size of the electrode (and the resulting charge and current densities), and by the current spread along the endolymph. To increase the frequency specificity, one can stimulate two adjacent electrodes. Subjects report to perceive this as a single tone at a frequency intermediate to the two electrodes.
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\subsection{Simulation of a cochlear implant}
\label{125}
Sound processing in cochlear implant is still subject to a lot of research and one of the major product differentiations between the manufacturers. However, the basic sound processing is rather simple and can be implemented to gain an impression of the quality of sound perceived by patients using a cochlear implant.
The first step in the process is to sample some sound and analyze its frequency. Then a time-{}window is selected, during which we want to find the stimulation strengths of the CI electrodes. There are two ways to achieve that: i) through the use of linear filters ( \mylref{81}{see {\itshape Gammatone filters}}); or ii) through the calculation of the powerspectrum (see \mylref{81}{{\itshape Spectral Analysis}}). 
\subsection{Cochlear implants and Magnetic Resonance Imaging}
\label{126}
With more than 150 000 implantations worldwide, Cochlear Implants (CIs) have now become a standard method for treating severe to profound hearing loss. Since the benefits of CIs become more evident, payers become more willing to support CIs and due to the screening programs of newborns in most industrialized nations, many patients get CIs in infancy and will likely continue to have them throughout their lives. Some of them may require diagnostic scanning during their lives which may be assisted by imaging studies with Magnetic resonance imaging (MRI). For large segments of the population, including patients suffering from stroke, back pain or headache, MRI has become a standard method for diagnosis. MRI uses pulses of magnetic fields to generate images and current MRI machines are working with 1.5 Tesla magnet fields. 0.2 to 4.0 Tesla devices are common and the radiofrequency power can peak as high as 6{\mbox{$~$}}kW in a 1.5 Tesla machine.

Cochlear implants have been historically thought to incompatible with MRI with magnetic fields higher than 0.2 T. The external parts of the device always have to be removed. There are different regulations for the internal parts of the device. Current US Food and Drug Administration (FDA) guidelines allow limited use of MRI after CI implantation. The pulsar and Sonata (MED-{}EL Corp, Innsbruck, Austria) devices are approved for 0.2 T MRI with the magnet in place. The Hi-{}res 90K (Advanced Bionics Corp, Sylmar, CA, USA) and the Nucleus Freedom (Cochlear Americas, Englewood, CO, USA) are approved for up to 1.5 T MRI after surgical removal of the internal magnet. Each removal and replacement of the magnet can be done using a small incision under local anesthesia, but the procedure is likely to weaken the pocket of the magnet and to risk infection of the patient.

Cadaver studies have shown that there is a risk that the implant may be displaced from the internal device in a 1.5 T MRI scanner. However, the risk could be eliminated when a compression dressing was applied. Nevertheless, the CI produces an artifact that could potentially reduce the diagnostic value of the scan. The size of the artifact will be larger relative to the size of the patient’s head and this might be particularly challenging for MRI scans with children. A recent study by Crane et al., 2010 found out that the artifact around the area of the CI had a mean anterior-{}posterior dimension of 6.6 +/-{} 1.5{\mbox{$~$}}cm (mean +/-{} standard deviation) and a left-{}right dimension averaging 4.8 +/-{} 1.0{\mbox{$~$}}cm (mean +/-{} standard deviation) (Crane et al., 2010). (\myfootnote{Crane BT, Gottschalk B, Kraut M, Aygun N, Niparko JK (2010) Magnetic resonance imaging at 1.5 T after cochlear implantation. Otol Neurotol 31:1215-{}1220})
\label{127}\section{Computer Simulations of the Auditory System}
\label{128}\subsection{Working with Sound}
\label{129}
Audio signals can be stored in a variety of formats. They can be uncompressed or compressed, and the encoding can be open or proprietary. On
Windows systems, the most common format is the WAV-{}format. It contains a header with information about the number of channels, sample rate, bits per sample etc. This header is followed by the data themselves. The usual bitstream encoding is the linear pulse-{}code modulation (LPCM) format.

Many programing languages provide commands for reading and writing WAV-{}files. When working with data in other formats, you have two options:
\begin{myitemize}
\item{}  You can either you convert them into WAV-{}format, and go on from there. A very comprehensive free cross-{}platform solution to record, convert and stream audio and video is ffmpeg (\myplainurl{http://www.ffmpeg.org/).}
\item{}  Or you can obtain special programs moduls for reading/writing the desired format.
\end{myitemize}

\subsection{Reminder of Fourier Transformations}
\label{130}
To transform a continuous function, one uses the {\itshape Fourier Integral}:

\begin{myquote}
\item{} \begin{equation*}F(k)=\int_{-\infty}^{\infty} {f(t)} \cdot e^{-2 \pi ikt} dt\end{equation*}
\end{myquote}


where {\itshape k} represents frequency. Note that {\itshape F(k)} is a complex value: its absolute value gives
us the amplitude of the function, and its phase defines the phase-{}shift between cosine and sine components.

The inverse transform is given by

\begin{myquote}
\item{} \begin{equation*}f(t)=\int_{-\infty}^{\infty} F(k) \cdot e^{2 \pi ikt} dk\end{equation*}
\end{myquote}




\begin{minipage}{0.62500\textwidth}
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\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/76.png}
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\raggedright{}\myfigurewithcaption{76}{ Fourier Transformation: a sum of sine-{}waves can make up any repititive waveform.}
\end{minipage}\vspace{0.75cm}



If the data are sampled with a constant sampling frequency and there are {\itshape N} data points,

\begin{myquote}
\item{} \begin{equation*}f(\tau)= \sum_{n=0}^{N-1} F_n e^{2 \pi in \tau /N} \end{equation*}
\end{myquote}


The coefficients Fn can be obtained by

\begin{myquote}
\item{} \begin{equation*} F_n = \sum_{\tau = 0}^{N-1} f(\tau) \cdot e^{-2 \pi in \tau/N} \end{equation*}
\end{myquote}


Since there are a discrete, limited number of data points and with a discrete, limited number of waves, this transform is referred to as {\itshape Discrete Fourier Transform (DFT)}. The {\itshape Fast Fourier Transform (FFT)} is just a special case of the DFT, where the number
of points is a power of 2: {$N = 2^n$} .

Note that each {$F_n$} is a complex number: its magnitude defines to the amplitude of the corresponding frequency component in the signal; and the phase of {$F_n$} defines the corresponding phase (see illustration). If the signal in the time domain \symbol{34}f(t)\symbol{34} is real valued, as is the case with most measured data, this puts a constraint on the corresponding frequency components: in that case we have

\begin{myquote}
\item{} \begin{equation*} F_n = F_{N-n}^* \end{equation*}
\end{myquote}


A frequent source of confusion is the question: “Which frequency corresponds to {$F_n$}?” If there are {\itshape N} data points and the sampling period is {$''T_s''$}, the {$n^{th}$} frequency is given by

\begin{myquote}
\item{} \begin{equation*} f_n = \frac{n}{N \cdot T_s}, 1 \le n \le N (in  Hz) \end{equation*}
\end{myquote}


In other words, the lowest frequency is {$\frac{1}{N \cdot T_s} $} {$\text{[}$}in Hz{$\text{]}$}, while the highest independent frequency is {$ \frac{1}{2T_s}$} due to the Nyquist-{}Shannon theorem. Note that in MATLAB, the first return value corresponds to the offset of the function, and the second value to n=1!
\subsection{Spectral Analysis of Biological Signals}
\label{131}\subsubsection{Power Spectrum of Stationary Signals}
\label{132}
Most FFT functions and algorithms return the complex Fourier coefficients {$F_n$}. If we are only interested in the magnitude of the contribution at the corresponding frequency, we can obtain this information by

\begin{myquote}
\item{} \begin{equation*} P_n = F_n \cdot F_n^* = |F_n|^2 \end{equation*}
\end{myquote}


This is the {\itshape power spectrum} of our signal, and tells us how big the contribution of the different frequencies is.
\subsubsection{Power Spectrum of Non-{}stationary Signals}
\label{133}
Often one has to deal with signals that are changing their characteristics over time. In that case, one wants to know how the power spectrum changes with time. The simplest way is to take only a short segment of data at a time, and calculate the corresponding power spectrum. This approach is called {\itshape Short Time Fourier Transform (STFT)}.
However in that case edge effects can significantly distort the signals, since we are assuming that our signal is periodic.



\begin{minipage}{1.0\linewidth}
\begin{center}
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\end{center}
\raggedright{}\myfigurewithcaption{77}{ \symbol{34}Hanning window\symbol{34}}
\end{minipage}\vspace{0.75cm}



To eliminate edge artifacts, the signals can be filtered, or \symbol{34}windowed\symbol{34}. An examples of such a window is shown in the figure above. While some windows provide better frequency resolution (e.g. the rectangular window), others exhibit fewer artifacts such as spectral leakage (e.g. Hanning window).
For a selected section of the signal, the data resulting from windowing are obtained by multiplying the signal with the window (left Figure):

\begin{longtable}{>{\RaggedRight}p{0.45982\linewidth}>{\RaggedRight}p{0.45982\linewidth}} 
\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/78.jpg}\end{center}\myfigurewithcaption{78}{ Effects of windowing a signal.}\end{minipage}&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/79.png}\end{center}\myfigurewithoutcaption{79}\end{minipage} 
\end{longtable}


An example can show how cutting a signal, and applying a window to it, can affect the spectral power distribution, is shown in the right figure above. (The corrsponding Python code can be found at \myfootnote{
\myhref{ 
 }{ Short Time Fourier Transform {$\text{[}$}Python{$\text{]}$}
 }.  
 . Retrieved  }
)
Note that decreasing the width of the sample window increases the width of the corresponding powerspectrum!
\paragraph{Stimulation strength for one time window}
{$\text{ }$}\newline\label{134}
To obtain the power spectrum for one selected time window, the first step is to calculate the power spectrum through the Fast Fourier Transform (FFT) of the time signal. The result is the sound intensity in frequency domain, and the corresponding frequencies. The second step is to concentrate those intensities on a few distinct frequencies (\symbol{34}binning\symbol{34}). The result is a sound signal consisting of a few distinct frequencies -{} the location of the electrodes in the simulated cochlea. Back conversion into the time domain gives the simulated sound signal for that time window.

The following Python function does sound processing on a given signal.
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\subsection{Sound Transduction by Pinna and Outer Ear}
\label{135}


The outer ear is divided into two parts: the visible part on the side of the head (the pinna), and the external auditory meatus (outer ear canal) leading to the eardrum, as shown in the figure below. With such a structure, the outer ear contributes the ‘spectral cues’ for people’s sound localization abilities, making people not only have the ability to detect and identify a sound, but also have the ability to localize a sound source. \myfootnote{
M.N.
  Semple
 .  Auditory perception: Sounds in a virtual world
  Auditory perception: Sounds in a virtual world
 . \textit{{}Nature
 }, {{\bfseries 396
 }}( Nature Publishing Group
 )( 6713
 ):721-{}724
 1998
 
}


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/80.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{80}{The Atonamy of Human Ear}
\end{minipage}\vspace{0.75cm}


\subsubsection{Pinna Function}
\label{136}

The Pinna’s cone shape enables it to gather sound waves and funnel them into the out ear canal. On top of that, its various folds make the pinna a resonant cavity which amplifies certain frequencies. Furthermore, the interference effects resulting from the sound reflection caused by the pinna are directionally dependent and will attenuate other frequencies. Therefore, the pinna could be simulated as a filter function applied to the incoming sound, modulating its amplitude and phase spectra. 
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\raggedright{}\myfigurewithcaption{81}{Frequency Responses for Sounds from Two Different Directions by the Pinna 
\myfootnote{\myplainurl{http://tav.net/audio/binaural_sound.htm}}}
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The resonance of the pinna cavity can be approximated well by 6 normal modes  \myfootnote{E.A.G.
  Shaw
 .  Acoustical features of the human ear
  Acoustical features of the human ear
 . \textit{{}Binaural and spatial hearing in real and virtual environments
 }, {{\bfseries 25
 }}( Mahwah, NJ: Lawrence Erlbaum):47
 1997
 
}. Among these normal modes, the first mode, which mainly depends on the concha depth (i.e. the depth of the bowl-{}shaped part of the pinna nearest the ear canal), is the dominant one. 


The cancellation of certain frequencies caused by the pinna reflection is called “pinna notch”. \myfootnote{E.A.G.
  Shaw
 .  Acoustical features of the human ear
  Acoustical features of the human ear
 . \textit{{}Binaural and spatial hearing in real and virtual environments
 }, {{\bfseries 25
 }}( Mahwah, NJ: Lawrence Erlbaum):47
 1997
 
} As shown in the right figure \myfootnote{}, sound transmitted by the pinna goes through two paths, a direct path and a longer reflected path. The different paths have different length, and thereby produce phase differences. When the frequency of incoming sound signal reaches certain criterion, which is that the path difference is half of the sound wavelength, the interference of sounds via direct and reflected paths will be destructive. This phenomenon is called “pinna notch”. Normally the notch frequency could happen in the range from 6k Hz to 16k Hz depending on the pinna shape. It is also seen that the frequency response of pinna is directionally dependent. This makes the pinna contribute to the spatial cues for sound localization. $\text{ }$\newline{}

\subsubsection{Ear Canal Function}
\label{137}

The outer ear canal is approximately 25 mm long and 8 mm in diameter, with a tortuous path from the entrance of the canal to the eardrum. The outer ear canal can be modeled as a cylinder closed at one end which leads to a resonant frequency around 3k Hz. This way the outer ear canal amplifies sounds in a frequency range important for human speech. \myfootnote{
 Federico Avanzini
 .  Algorithms for sound and music computing, Course Material of Informatica Musicale (\myplainurl{http://www.dei.unipd.it/~musica/IM06/Dispense06/4_soundinspace.pdf)}
  Algorithms for sound and music computing, Course Material of Informatica Musicale (\myplainurl{http://www.dei.unipd.it/~musica/IM06/Dispense06/4_soundinspace.pdf)}
 . \textit{{}}, :4322007-{}2008
 
}
\subsubsection{Simulation of Outer Ear}
\label{138}

Based on the main functions of the outer ear, it is easy to simulate the sound transduction by the pinna and outer ear canal with a filter, or a filter bank, if we know the characteristics of the filter.$\text{ }$\newline{}


Many researchers are working on the simulation of human auditory system, which includes the simulation of the outer ear. In the next chapter, a {\itshape Pinna-{}Related Transfer Function} model is first introduced, followed by two MATLAB toolboxes developed by Finnish and British research groups, respectively.
\subsubsection{Model of Pinna-{}Related Transfer Function by Spagnol\myfootnote{Spagnol, S. and Geronazzo, M. and Avanzini, F.
 .  Structural modeling of pinna-{}related transfer functions
  Structural modeling of pinna-{}related transfer functions
 . \textit{{}}, 2010
}}
\label{139}

This part is entirely from the paper published by S.Spagnol, M.Geronazzo, and F.Avanzini. In order to model the functions of the pinna, Spagnol developed a reconstruction model of the Pinna-{}Related Transfer Function (PRTF), which is a frequency response characterizing how sound is transduced by the pinna. This model is composed by two distinct filter blocks, accounting for resonance function and reflection function of the pinna respectively, as shown in the figure below.
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\raggedright{}\myfigurewithcaption{82}{General Model for the Reconstruction of PRTFs\myfootnote{Spagnol, S. and Geronazzo, M. and Avanzini, F.
 .  Structural modeling of pinna-{}related transfer functions
  Structural modeling of pinna-{}related transfer functions
 . \textit{{}}, 2010
}}
\end{minipage}\vspace{0.75cm}



There are two main resonances in the interesting frequency range of the pinna\myfootnote{Spagnol, S. and Geronazzo, M. and Avanzini, F.
 .  Structural modeling of pinna-{}related transfer functions
  Structural modeling of pinna-{}related transfer functions
 . \textit{{}}, 2010
}, which can be represented by two second-{}order peak filters with fixed bandwidth {$f_b = 5 kHz $}\myfootnote{S. J. Orfanidis, ed., Introduction To Signal Processing. Prentice Hall, 1996.}:
\begin{myquote}
\item{} \begin{equation*}H_{res} (z)=  \frac{V_0 (1-h)(1-z^{-2})}{1+2dhz^{-1}+(2h-1)z^{-2}} \end{equation*}
\end{myquote}

where   
\begin{myquote}
\item{} {$h=  \frac{1}{1+\tan(\pi\frac{f_B}{f_s})} $}$\text{ }$\newline{}

\item{} {$ d= -\cos(2\pi \frac{f_C}{f_s} )$} 
\item{} {$V_0=10^{\frac{G}{20}}$}
\end{myquote}

and {$f_s$} is the sampling frequency, {$f_C$} the central frequency, and {$G$} the notch depth. $\text{ }$\newline{}

For the reflection part, three second-{}order notch filters of the form \myfootnote{U. Zölzer, ed., Digital Audio Effects. New York, NY, USA: J.Wiley \& Sons, 2002.} are designed with the parameters including center frequency {$f_C$}, notch depth {$G$}, and bandwidth  {$f_B$}.  
\begin{myquote}
\item{} \begin{equation*}H_{refl}(z)=  \frac{1+(1+k)\frac{H_0}{2}+d(1-k)z^{-1}+(-k-(1+k)\frac{H_0}{2})z^{-2}} {1+d(1-k) z^{-1}-kz^{-2}}\end{equation*}
\end{myquote}

where {$d$} is the same as previously defined for the resonance function, and
\begin{myquote}
\item{} \begin{equation*}V_0=10^{\frac{-G}{20}}\end{equation*}
\item{} \begin{equation*}H_0= V_0-1\end{equation*}
\item{} \begin{equation*}k= \frac{\tan(\pi\frac{f_B}{f_s})-V_0}{\tan(\pi\frac{f_B}{f_s})+V_0}\end{equation*}
\end{myquote}

each accounting for a different spectral notch. 

By cascading the three in-{}series placed notch filters after the parallel two peak filters, an eighth-{}order filter is designed to model the PRTF.$\text{ }$\newline{}

By comparing the synthetic PRTF with the original one, as shown in the figures below, Spagnol concluded that the synthesis model for PRTF was overall effective. This model may have missing notches due to the limitation of cutoff frequency. Approximation errors may also be brought in due to the possible presence of non-{}modeled interfering resonances.
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\raggedright{}\myfigurewithcaption{83}{Original vs Synthetic PRTF Plots\myfootnote{Spagnol, S. and Geronazzo, M. and Avanzini, F.
 .  Structural modeling of pinna-{}related transfer functions
  Structural modeling of pinna-{}related transfer functions
 . \textit{{}}, 2010
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\end{minipage}\vspace{0.75cm}


\subsubsection{HUTear MATLAB Toolbox \myfootnote{}}
\label{140}


\begin{minipage}{0.80000\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/84.png}
\end{center}
\raggedright{}\myfigurewithcaption{84}{Block Diagram of Generic Auditory Model of HUTear}
\end{minipage}\vspace{0.75cm}


HUTear is a MATLAB Toolbox for auditory modeling developed by \myhref{http://www.acoustics.hut.fi/}{ Lab of Acoustics and Audio Signal Processing} at \myhref{http://www.aalto.fi/en/}{ Helsinki University of Technology}. This open source toolbox could be downloaded from \myhref{http://www.acoustics.hut.fi/software/HUTear/HUTear2.tar.gz}{ here}. The structure of the toolbox is shown in the right figure.

In this model, there is a block for “Outer and Middle Ear” (OME) simulation. This OME model is developed on the basis of Glassberg and Moor \myfootnote{
 Glasberg, B.R. and Moore, B.C.J.
 .  Derivation of auditory filter shapes from notched-{}noise data
  Derivation of auditory filter shapes from notched-{}noise data
 . \textit{{}Hearing research
 }, {{\bfseries 47
 }}( Elsevier)( 1-{}2
 ):103-{}138
 1990
 

}. The OME filter is usually a linear filter. Auditory filter is generated with taking the \symbol{34}Equal Loudness Curves at 60 dB\symbol{34}(ELC)/\symbol{34}Minimum Audible Field\symbol{34}(MAF)/\symbol{34}Minimum Audible Pressure at ear canal\symbol{34}(MAP) correction into account. This model accounts for the outer ear simulation. By specifying different parameters with the \symbol{34}OEMtool\symbol{34}, you may compare the MAP IIR approximation and MAP data, as shown in the figure below. 
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\raggedright{}\myfigurewithcaption{85}{UI of OEMtool from HUTear Toolbox}
\end{minipage}\vspace{0.75cm}


\subsubsection{MATLAB Model of the Auditory Periphery (MAP) \myfootnote{}}
\label{141}

MAP is developed by researchers in the \myhref{http://www.essex.ac.uk/psychology/department/HearingLab/Welcome.html}{ Hearing Research Lab} at \myhref{http://www.essex.ac.uk/}{ University of Essex}, England. Being a computer model of physiological basis of human hearing, MAP is an open-{}source code package for testing, developing the model, which could be downloaded from \myhref{http://www.essex.ac.uk/psychology/department/research/hearing_models.html}{ here}. Its model structure is shown in the right figure. 
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\raggedright{}\myfigurewithcaption{86}{MAP Model Structure}
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Within the MAP model, there is the “Outer Middle Ear (OME)” sub-{}model, allowing the user to test and create an OME model. In this OME model, the function of the outer ear is modeled as a resonance function. The resonances are composed by two parallel bandpass filters, respectively, representing concha resonance and outer ear canal resonance. These two filters are specified by the pass frequency range, gain and order. By adding the output of resonance filters to the original sound pressure wave, the output of the outer ear model is obtained. 

To test the OME model, run the function named “testOME.m”. A figure plotting the external ear resonances and stapes peak displacement will be displayed. (as shown in the figure below)
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\raggedright{}\myfigurewithcaption{87}{External Ear Resonances and Stapes Peak Displacement from OME Model of MAP}
\end{minipage}\vspace{0.75cm}


\subsubsection{Summary}
\label{142}

The outer ear, including pinna and outer ear canal, can be simulated as a linear filter, or a filter bank. This reflects its resonance and reflection effect to incoming sound. It is worth noting that since the pinna shape varies from person to person, the model parameters, like the resonant frequencies, depend on the subject. 

One aspect not included in the models described above is the Head-{}Related Transfer Function(HRTF). The HRTF describes how an ear receives a sound from a point sound source in space. It is not introduced here because it goes beyond the effect of the outer ear (pinna and outer ear canal) as it is also influenced by the effects of head and torso. There are plenty of literature and publications for HRTF for the interested reader.(\myhref{http://en.wikipedia.org/wiki/Head-related_transfer_function}{ wiki}, tutorial \myhref{http://505606.pbworks.com/f/HRTF.pdf}{ 1},\myhref{http://www.umiacs.umd.edu/~ramani/cmsc828d_audio/HRTF_INTRO.pdf}{ 2}, \myhref{https://ccrma.stanford.edu/~malcolm/SpatialAudioLiterature.html}{ reading list for spatial audio research including HRTF})
\subsection{Simulation of the Inner Ear}
\label{143}
The shape and organisation of the basilar membrane means that different frequencies resonate particularly strongly at different points along the membrance. This leads to a tonotopic organisation of the sensitivity to frequency ranges along the membrane, which can be modeled as being an array of overlapping band-{}pass filters known as \symbol{34}auditory filters\symbol{34}.\myfootnote{
R.
  Munkong
 . . \textit{{}}, {{\bfseries 25
 }}:98-{}-{}117
 2008
 
}
The auditory filters are associated with points along the basilar membrane and determine the frequency selectivity of the cochlea, and therefore the listener’s discrimination between different sounds.\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
 
}
They are non-{}linear, level-{}dependent and the bandwidth decreases from the base to apex of the cochlea as the tuning on the basilar membrane changes from high to low frequency.\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
 
}\myfootnote{
B. C. J.
  Moore
 . Parallels between frequency selectivity measured psychophysically and in cochlear mechanics  
 Parallels between frequency selectivity measured psychophysically and in cochlear mechanics  
 . \textit{{}}, :129–52
 1986
 
}
The bandwidth of the auditory filter is called the critical bandwidth, as first suggested by Fletcher (1940). If a signal and masker are presented simultaneously then only the masker frequencies falling within the critical bandwidth contribute to masking of the signal. The larger the critical bandwidth the lower the signal-{}to-{}noise ratio (SNR) and the more the signal is masked. 
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\raggedright{}\myfigurewithcaption{88}{{\bfseries ERB related to centre frequency.} The diagram shows the ERB versus centre frequency according to the formula of Glasberg and Moore.\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
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Another concept associated with the auditory filter is the \symbol{34}equivalent rectangular bandwidth\symbol{34} (ERB). The ERB shows the relationship between the auditory filter, frequency, and the critical bandwidth. An ERB passes the same amount of energy as the auditory filter it corresponds to and shows how it changes with input frequency.\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
 
} At low sound levels, the ERB is approximated by the following equation according to Glasberg and Moore:\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
 
}

\begin{myquote}
\item{} \begin{equation*} ERB = 24.7*(4.37F + 1) \, \end{equation*}
\end{myquote}


where the ERB is in Hz and F is the centre frequency in kHz. 

It is thought that each ERB is the equivalent of around 0.9mm on the basilar membrane.\myfootnote{
 Cochlear hearing loss
 . Whurr Publishers Ltd.
 , , 1998
 
}\myfootnote{
B. C. J.
  Moore
 . Parallels between frequency selectivity measured psychophysically and in cochlear mechanics  
 Parallels between frequency selectivity measured psychophysically and in cochlear mechanics  
 . \textit{{}}, :129–52
 1986
 
}  
\subsubsection{Gammatone Filters}
\label{144}
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\raggedright{}\myfigurewithcaption{89}{ Sample gamma tone impulse response.}
\end{minipage}\vspace{0.75cm}



One filter type used to model the auditory filters is the \symbol{34}gammatone filter\symbol{34}. It provides a simple linear filter for describing the movement of one location of the basilar membrane for a given sound input, which is therefore easy to implement. Linear filters are popular for modeling different aspects of the auditory system. In general, they are IIR-{}filters ({\itshape infinite impulse response}) incorporating feedforward and feedback, which are defined by

\begin{myquote}
\item{} \begin{equation*} \sum\limits_{j = 0}^m {{a_{j + 1}}y(k - j)}  = \sum\limits_{i = 0}^n {{b_{i + 1}}x(k - i)} \end{equation*}
\end{myquote}


where a1=1. In other words, the coefficients ai and bj uniquely determine this type of filter. The feedback-{}character of these filters can be made more obvious by re-{}shuffling the equation

\begin{myquote}
\item{} \begin{equation*} y(k) = {b_1}x(k) + {b_2}x(k - 1) + ... + {b_{n + 1}}x(k - n) - \left( {{a_2}y(k - 1) + ... + {a_{m + 1}}y(k - m)} \right) \end{equation*}
\end{myquote}


(In contrast, FIR-{}filters, or {\itshape finite impulse response filters}, only involve feedforward: for them {$a_i=0 $} for i>{}1.)
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\raggedright{}\myfigurewithcaption{90}{General description of an \symbol{34}Infinite Impulse Response\symbol{34} filter.}
\end{minipage}\vspace{0.75cm}



Linear filters cannot account for nonlinear aspects of the auditory system. They are nevertheless used in a variety of models of the auditory system. The gammatone impulse response is given by

\begin{myquote}
\item{} \begin{equation*} g(t) = at^{n-1} e^{-2\pi bt} \cos(2\pi ft + \phi), \, \end{equation*}
\end{myquote}


where
{$f$} is the frequency,
{$\phi$} is the phase of the carrier,
{$a$} is the amplitude,
{$n$} is the filter\textquotesingle{}s order,
{$b$} is the filter\textquotesingle{}s bandwidth, and
{$t$} is time.

This is a sinusoid with an amplitude envelope which is a scaled gamma distribution function.

Variations and improvements of the gammatone model of auditory filtering include the gammachirp filter, the all-{}pole and one-{}zero gammatone filters, the two-{}sided gammatone filter, and filter cascade models, and various level-{}dependent and dynamically nonlinear versions of these.\myfootnote{
\myhref{  
 }{ History and Future of Auditory Filter Models
 }.  IEEE
 . Retrieved  }

For computer simulations, efficient implementations of gammatone models are availabel for Matlab and for Python\myfootnote{
\myhref{ 
 }{ Gammatone Toolbox {$\text{[}$}Python{$\text{]}$}
 }.  
 . Retrieved  }
.

When working with gammatone filters, we can elegantly exploit {\itshape Parseval\textquotesingle{}s Theorem} to determine the energy in a given frequency band:

\begin{myquote}
\item{} \begin{equation*} \int_{ - \infty }^\infty  {{{\left| {f(t)} \right|}^2}dt = } \int_{ - \infty }^\infty  {{{\left| {F(\omega )} \right|}^2}d\omega } \end{equation*}
\end{myquote}
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\label{147}\section{Introduction}
\label{148}
The main function of the balance system, or vestibular system, is to sense head movements, especially involuntary ones, and counter them with reflexive eye movements and postural adjustments that keep the visual world stable and keep us from falling.
An excellent, more extensive article on the vestibular system is available on Scholorpedia 
\myfootnote{
\myhref{ 
 }{ Vestibular System
 }.  Scholarpedia 3(1):3013
 . Retrieved  }.  
An extensive review of our current knowledge about the vestibular system can be found in \symbol{34}The Vestibular System: a Sixth Sense\symbol{34} by J Goldberg et al
\myfootnote{
\myhref{ 
 }{ The Vestibular System: a Sixth Sense\symbol{34}
 }.  Oxford University Press, USA
 . Retrieved  }.


\label{149}\section{Anatomy of the Vestibular System}
\label{150}\subsection{Labyrinth}
\label{151}
Together with the cochlea, the vestibular system is carried by a system of tubes called the {\itshape membranous labyrinth}. These tubes are lodged within the cavities of the bony labyrinth located in the inner ear. A fluid called {\itshape perilymph} fills the space between the bone and the membranous labyrinth, while another one called {\itshape endolymph} fills the inside of the tubes spanned by the membranous labyrinth. These fluids have a unique ionic composition suited to their function in regulating the electrochemical potential of hair cells, which are as we will later see the transducers of the vestibular system. The electric potential of endolymph is of about 80 mV more positive than perilymph.

Since our movements consist of a combination of linear translations and rotations, the vestibular system is composed of two main parts: The otolith organs, which sense linear accelerations and thereby also give us information about the head’s position relative to gravity, and the semicircular canals, which sense angular accelerations.

\begin{longtable}{|>{\RaggedRight}p{0.45982\linewidth}|>{\RaggedRight}p{0.45982\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Human bony labyrinth (Computed tomography 3D) }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Internal structure of the human labyrinth}\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/91.png}\end{center}\myfigurewithoutcaption{91}\end{minipage} &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} \begin{minipage}{1.0\linewidth}\begin{center}\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/92.png}\end{center}\myfigurewithcaption{92}{300px }\end{minipage}\\ \hline 
\end{longtable}

\subsection{Otoliths}
\label{152}

The otolith organs of both ears are located in two membranous sacs called the {\itshape utricle} and the {\itshape saccule} which primary sense horizontal and vertical accelerations, respectively. They are located at the central part of the labyrinth, also called the {\itshape vestibule} of the ear. Both utricle and saccule have a thickened portion of the membrane called the {\itshape macula}. A gelatinous membrane called the {\itshape otolthic membrane} sits atop the macula, and microscopic stones made of calcium carbonate crystal, the otoliths, are embedded on the surface of this membrane. On the opposite side, hair cells embedded in supporting cells project into this membrane.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/93.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{93}{ The otoliths are the human sensory organs for linear acceleration. The utricle (left) is approximately horizontally oriented; the saccule (center) lies approximately vertical. The arrows indicate the local on-{}directions of the hair cells; and the thick black lines indicate the location of the striola. On the right you see a cross-{}section through the otolith membrane. The graphs have been generated by Rudi Jaeger, while we cooperated on investigations of the otolith dynamics.}
\end{minipage}\vspace{0.75cm}


\subsection{Semicircular Canals}
\label{153}



\begin{minipage}{0.62500\textwidth}
\begin{center}
\includegraphics[width=1.0\textwidth,height=6.5in,keepaspectratio]{../images/94.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{94}{Cross-{}section through ampulla. Top: The cupula spans the lumen of the ampulla from the crista to the membranous labyrinth. Bottom: Since head acceleration exceeds endolymph acceleration, the relative flow of endolymph in the canal is opposite to the direction of head acceleration. This flow produces a pressure across the elastic cupula, which deflects in response.}
\end{minipage}\vspace{0.75cm}



Each ear has three semicircular canals. They are half circular, interconnected membranous tubes filled with endolymph and can sense angular accelerations in the three orthogonal planes. The radius of curvature of the human horizontal semicircular canal is 3.2 mm
\myfootnote{
 Curthoys IS and Oman CM
.  Dimensions of the horizontal semicircular duct, ampulla and utricle in the human.
 Dimensions of the horizontal semicircular duct, ampulla and utricle in the human.
. \textit{{} Acta Otolaryngol
}, {{\bfseries  103
}}: 254–261
 1987

}.

The canals on each side are approximately orthogonal to each other. The orientation of the on-{}directions of the canals on the right side are \myfootnote{
 Della Santina CC, Potyagaylo V, Migliaccio A, Minor LB, Carey JB
.  Orientation of Human Semicircular Canals Measured by Three-{}Dimensional Multi-{}planar CT Reconstruction.
 Orientation of Human Semicircular Canals Measured by Three-{}Dimensional Multi-{}planar CT Reconstruction.
. \textit{{} J Assoc Res Otolaryngol
}, {{\bfseries  6(3)
}}: 191-{}206
 2005

}:

\begin{longtable}{|>{\RaggedRight}p{0.23491\linewidth}|>{\RaggedRight}p{0.19224\linewidth}|>{\RaggedRight}p{0.20607\linewidth}|>{\RaggedRight}p{0.20607\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Canal }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} X }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Y }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Z}\endhead  \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Horizontal &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.32269 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}0.03837 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}0.94573\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Anterior &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.58930 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.78839 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.17655\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Posterior &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.69432 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}0.66693 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.27042\\ \hline 
\end{longtable}

(The axes are oriented such that the positive x-{},y-{},and z-{}axis point forward, left, and up, respectively. The horizontal plane is defined by Reid\textquotesingle{}s line, the line connecting the lower rim of the orbita and the center of the external auditory canal. And the directions are such that a rotation about that vector, according to the right-{}hand-{}rule, excites the corresponding canal.) 
The {\itshape anterior and posterior semicircular canals} are approximately vertical, and the {\itshape horizontal semicircular canals} approximately horizontal. Each canal presents a dilatation at one end, called the {\itshape ampulla}. Each membranous ampulla contains a saddle-{}shaped ridge of tissue, the {\itshape crista}, which extends across it from side to side. It is covered by neuroepithelium, with hair cells and supporting cells. From this ridge rises a gelatinous structure, the {\itshape cupula}, which extends to the roof of the ampulla immediately above it, dividing the interior of the ampulla into two approximately equal parts.
\subsection{Haircells}
\label{154}
The sensors within both the otolith organs and the semicircular canals are the {\itshape hair cells}. They are responsible for the transduction of a mechanical force into an electrical signal and thereby build the interface between the world of accelerations and the brain.
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\raggedright{}\myfigurewithcaption{95}{200px }
\end{minipage}\vspace{0.75cm}



Hair cells have a tuft of {\itshape stereocilia} that project from their apical surface. The thickest and longest stereocilia is the {\itshape kinocilium}. Stereocilia deflection is the mechanism by which all hair cells transduce mechanical forces. Stereocilia within a bundle are linked to one another by protein strands, called {\itshape tip links}, which span from the side of a taller stereocilium to the tip of its shorter neighbor in the array. Under deflection of the bundle, the tip links act as gating springs to open and close mechanically sensitive ion channels. {\itshape Afferent nerve excitation} works basically the following way: when all cilia are deflected toward the kinocilium, the gates open and cations, including potassium ions from the potassium rich endolymph, flow in and the membrane potential of the hair cell becomes more positive (depolarization). The hair cell itself does not fire action potentials. The depolarization activates voltage-{}sensitive calcium channels at the basolateral aspect of the cell. Calcium ions then flow in and trigger the release of neurotransmitters, mainly glutamate, which in turn diffuse across the narrow space between the hair cell and a nerve terminal, where they then bind to receptors and thus trigger an increase of the action potentials firing rate in the nerve. On the other hand, {\itshape afferent nerve inhibition} is the process induced by the bending of the stereocilia away from the kinocilium (hyperpolarization) and by which the firing rate is decreased. Because the hair cells are chronically leaking calcium, the vestibular afferent nerve fires actively at rest and thereby allows the sensing of both directions (increase and decrease of firing rate). Hair cells are very sensitive and respond extremely quickly to stimuli. The quickness of hair cell response may in part be due to the fact that they must be able to release neurotransmitter reliably in response to a threshold receptor potential of only 100 µV or so.
\subsubsection{Regular and Irregular Haircells}
\label{155}
While afferent haircells in the auditory system are fairly homogeneous,those in the vestibular system can be broadly separated into two groups: \symbol{34}regular units\symbol{34} and \symbol{34}irregular units\symbol{34}. Regular haircells have approximately constant interspike intervals, and fire constantly proportional to their displacement. In contrast, the inter-{}spike interval of irregular haircells is much more variable, and their discharge rate increases with increasing frequency; they can thus act as event detectors at high frequencies. Regular and irregular haircells also differ in their location, morphology and innervation.
\LaTeXNullTemplate{}
\label{156}\section{Signal Processing}
\label{157}\subsection{Peripheral Signal Transduction}
\label{158}\subsubsection{Transduction of Linear Acceleration}
\label{159}
The hair cells of the otolith organs are responsible for the transduction of a mechanical force induced by linear acceleration into an electrical signal.  Since this force is the product of gravity plus linear movements of the head

\begin{myquote}
\item{} \begin{equation*} \vec F = \vec F_g + \vec F_{inertial} = m(\vec g-\frac{d^2\vec x}{dt^2}) \end{equation*}
\end{myquote}


it is therefore sometimes referred to as {\itshape gravito-{}inertial force}. The mechanism of transduction works roughly as follows: The {\itshape otoconia}, calcium carbonate crystals in the top layer of the otoconia membrane, have a higher specific density than the surrounding materials. Thus a linear acceleration leads to a displacement of the otoconia layer relative to the connective tissue.  The displacement is sensed by the hair cells. The bending of the hairs then polarizes the cell and induces afferent excitation or inhibition.





\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/96.png}
\end{center}
\raggedright{}\myfigurewithcaption{96}{ Excitation (red) and inhibition (blue) on utricle (left) and saccule (right), when the head is in a right-{}ear-{}down orientation. The displacement of the otoliths was calculated with the finite element technique, and the orientation of the haircells was taken from the literature.}
\end{minipage}\vspace{0.75cm}



While each of the three semicircular canals senses only one-{}dimensional component of rotational acceleration, linear acceleration may produce a complex pattern of inhibition and excitation across the maculae of both the utricle and saccule. The saccule is located on the medial wall of the vestibule of the labyrinth in the spherical recess and has its macula oriented vertically. The utricle is located above the saccule in the elliptical recess of the vestibule, and its macula is oriented roughly horizontally when the head is upright. Within each macula, the kinocilia of the hair cells are oriented in all possible directions.

Therefore, under linear acceleration with the head in the upright position, the saccular macula is sensing acceleration components in the vertical plane, while the utricular macula is encoding acceleration in all directions in the horizontal plane. The otolthic membrane is soft enough that each hair cell is deflected proportional to the local force direction. If   denotes the direction of maximum sensitivity or {\itshape on-{}direction} of the hair cell, and   the gravito-{}inertial force, the stimulation by static accelerations is given by

\begin{myquote}
\item{} \begin{equation*} stim_{otolith}= \vec F \cdot \vec n \end{equation*}
\end{myquote}


The direction and magnitude of the total acceleration is then determined from the excitation pattern on the otolith maculae.
\subsubsection{Transduction of Angular Acceleration}
\label{160}
The three semicircular canals are responsible for the sensing of angular accelerations. When the head accelerates in the plane of a semicircular canal, inertia causes the endolymph in the canal to lag behind the motion of the membranous canal. Relative to the canal walls, the endolymph effectively moves in the opposite direction as the head, pushing and distorting the elastic cupula. Hair cells are arrayed beneath the cupula on the surface of the crista and have their stereocilia projecting into the cupula. They are therefore excited or inhibited depending on the direction of the acceleration.
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\end{center}
\raggedright{}\myfigurewithcaption{97}{ The stimulation of a human semicircular canal is proportional to the scalar product between a vector n (which is perpendicular to the plane of the canal), and the vector omega indicating the angular velocity.}
\end{minipage}\vspace{0.75cm}



This facilitates the interpretation of canal signals: if the orientation of a semicircular canal is described by the unit vector {$ \vec n $}, the stimulation of the canal is proportional to the projection of the angular velocity {$ \vec \omega $} onto this canal

\begin{myquote}
\item{} \begin{equation*} stim_{canal}= \vec \omega \cdot \vec n \end{equation*}
\end{myquote}


The horizontal semicircular canal is responsible for sensing accelerations around a vertical axis, i.e. the neck. The anterior and posterior semicircular canals detect rotations of the head in the sagittal plane, as when nodding, and in the frontal plane, as when cartwheeling.

In a given cupula, all the hair cells are oriented in the same direction. The semicircular canals of both sides also work as a push-{}pull system.  For example, because the right and the left horizontal canal cristae are “mirror opposites” of each other, they always have opposing ({\itshape push-{}pull principle}) responses to horizontal rotations of the head. Rapid rotation of the head toward the left causes depolarization of hair cells in the left horizontal canal\textquotesingle{}s ampulla and increased firing of action potentials in the neurons that innervate the left horizontal canal. That same leftward rotation of the head simultaneously causes a hyperpolarization of the hair cells in the right horizontal canal\textquotesingle{}s ampulla and decreases the rate of firing of action potentials in the neurons that innervate the horizontal canal of the right ear. Because of this mirror configuration, not only the right and left horizontal canals form a push-{}pull pair but also the right anterior canal with the left posterior canal (RALP), and the left anterior with the right posterior (LARP).
\subsection{Central Vestibular Pathways}
\label{161}
The information resulting from the vestibular system is carried to the brain, together with the auditory information from the cochlea, by the {\itshape vestibulocochlear nerve}, which is the eighth of twelve cranial nerves. The cell bodies of the bipolar afferent neurons that innervate the hair cells in the maculae and cristae in the vestibular labyrinth reside near the internal auditory meatus in the vestibular ganglion (also called Scarpa\textquotesingle{}s ganglion, Figure Figure 10.1). The centrally projecting axons from the vestibular ganglion come together with axons projecting from the auditory neurons to form the eighth nerve, which runs through the internal auditory meatus together with the facial nerve. The primary afferent vestibular neurons project to the four vestibular nuclei that constitute the {\itshape vestibular nuclear complex} in the brainstem.
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\raggedright{}\myfigurewithcaption{98}{ Vestibulo-{}ocular reflex.}
\end{minipage}\vspace{0.75cm}


\subsection{Vestibulo-{}Ocular Reflex (VOR)}
\label{162}
An extensively studied example of function of the vestibular system is the {\itshape vestibulo-{}ocular reflex} (VOR).  The function of the VOR is to stabilize the image during rotation of the head. This requires the maintenance of stable eye position during horizontal, vertical and torsional head rotations. When the head rotates with a certain speed and direction, the eyes rotate with the same speed but in the opposite direction. Since head movements are present all the time, the VOR is very important for stabilizing vision.

How does the VOR work? The vestibular system signals how fast the head is rotating and the oculomotor system uses this information to stabilize the eyes in order to keep the visual image motionless on the retina. The vestibular nerves project from the vestibular ganglion to the vestibular nuclear complex, where the vestibular nuclei integrate signals from the vestibular organs with those from the spinal cord, cerebellum, and the visual system. From these nuclei, fibers cross to the contralateral abducens nucleus. There they synapse with two additional pathways. One pathway projects directly to the lateral rectus muscle of eye via the abducens nerve. Another nerve tract projects from the abducens nucleus by the abducens interneurons to the oculomotor nuclei, which contain motor neurons that drive eye muscle activity, specifically activating the medial rectus muscles of the eye through the oculomotor nerve. This short latency connection is sometimes referred to as {\itshape three-{}neuron-{}arc}, and allows an eye movement within less than 10 ms after the onset of the head movement.

For example, when the head rotates rightward, the following occurs. The right horizontal canal hair cells depolarize and the left hyperpolarize. The right vestibular afferent activity therefore increases while the left decreases. The vestibulocochlear nerve then carries this information to the brainstem and the right vestibular nuclei activity increases while the left decreases. This makes in turn neurons of the left abducens nucleus and the right oculomotor nucleus fire at higher rate. Those in the left oculomotor nucleus and the right abducens nucleus fire at a lower rate. This results in the fact than the left lateral rectus extraocular muscle and the right medial rectus contract while the left medial rectus and the right lateral rectus relax. Thus, both eyes rotate leftward.

The {\itshape gain} of the VOR is defined as the change in the eye angle divided by the change in the head angle during the head turn

\begin{myquote}
\item{} \begin{equation*} gain = \frac{\Delta_{Eye}}{\Delta_{Head}} \end{equation*}
\end{myquote}


If the gain of the VOR is wrong, that is, different than one, then head movements result in image motion on the retina, resulting in blurred vision. Under such conditions, motor learning adjusts the gain of the VOR to produce more accurate eye motion. Thereby the cerebellum plays an important role in motor learning.
\subsection{The Cerebellum and the Vestibular System}
\label{163}
It is known that postural control can be adapted to suit specific behavior. Patient experiments suggest that the cerebellum plays a key role in this form of {\itshape motor learning}. In particular, the role of the cerebellum has been extensively studied in the case of adaptation of vestibulo-{}ocular control. Indeed, it has been shown that the gain of the vestibulo-{}ocular reflex adapts to reach the value of one even if damage occur in a part of the VOR pathway or if it is voluntary modified through the use of magnifying lenses. Basically, there are two different hypotheses about how the cerebellum plays a necessary role in this adaptation. The first from (Ito 1972;Ito 1982) claims that the cerebellum itself is the site of learning, while the second from Miles and Lisberger (Miles and Lisberger 1981) claims that the vestibular nuclei are the site of adaptive learning while the cerebellum constructs the signal that drives this adaptation. Note that in addition to direct excitatory input to the vestibular nuclei, the sensory neurons of the vestibular labyrinth also provide input to the Purkinje cells in the flocculo-{}nodular lobes of the cerebellum via a pathway of mossy and parallel fibers. In turn, the Purkinje cells project an inhibitory influence back onto the vestibular nuclei. Ito argued that the gain of the VOR can be adaptively modulated by altering the relative strength of the direct excitatory and indirect inhibitory pathways. Ito also argued that a message of retinal image slip going through the inferior olivary nucleus carried by the climbing fiber plays the role of an error signal and thereby is the modulating influence of the Purkinje cells. On the other hand, Miles and Lisberger argued that the brainstem neurons targeted by the Purkinje cells are the site of adaptive learning and that the cerebellum constructs the error signal that drives this adaptation.
\LaTeXNullTemplate{}
\label{164}
\section{Computer Simulation of the Vestibular System}
\label{165}\subsection{Semicircular Canals}
\label{166}\subsubsection{Model without Cupula}
\label{167}
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\raggedright{}\myfigurewithcaption{99}{ Simplified semicircular canal, without cupula.}
\end{minipage}\vspace{0.75cm}


Let us consider the mechanical description of the semi-{}circular canals (SCC).  We will make very strong and reductive assumptions in the following description. The goal here is merely to understand the very basic mechanical principles underlying the semicircular canals.

The first strong simplification we make is that a semicircular canal can be modeled as a circular tube of “outer” radius R and “inner” radius r. (For proper hydro mechanical derivations see (Damiano and Rabbitt 1996) and Obrist (2005)). This tube is filled with endolymph.

The orientation of the semicircular canal can be described, in a given coordinate system, by a vector {$ \vec n $}  that is perpendicular to the plane of the canal. We will also use the following notations:

\begin{myquote}
\item{} {$ \theta $}   Rotation angle of tube {$\text{[}$}rad{$\text{]}$}
\end{myquote}


\begin{myquote}
\item{} {$ \dot{\theta} \equiv \frac{d \theta}{dt} $}   Angular velocity of the tube {$\text{[}$}rad/s{$\text{]}$}
\end{myquote}


\begin{myquote}
\item{} {$ \ddot{\theta} \equiv \frac{d^2 \theta}{dt^2} $}   Angular acceleration of the tube {$\text{[}$}rad/s\^{}2{$\text{]}$}
\end{myquote}


\begin{myquote}
\item{} {$ \phi $}   Rotation angle of the endolymph inside the tube {$\text{[}$}rad{$\text{]}$}, and similar notation for the time derivatives
\end{myquote}


\begin{myquote}
\item{} {$ \delta = \theta - \phi $}    movement between the tube and the endolymph {$\text{[}$}rad{$\text{]}$}.
\end{myquote}


Note that all these variables are scalar quantities. We use the fact that the angular velocity of the tube can be viewed as the projection of the actual angular velocity vector of the head  {$ \vec \omega $} onto the plane of the semicircular canal described by {$ \vec n $} to go from the 3D environment of the head to our scalar description. That is,

\begin{myquote}
\item{} \begin{equation*} \dot{\theta} = \vec \omega \cdot \vec n \end{equation*}
\end{myquote}


where the standard scalar product is meant with the dot. 

To characterize the endolymph movement, consider a free floating piston, with the same density as the endolymph. Two forces are acting on the system: 
\begin{myenumerate}
\item{}  The inertial moment {$ I \ddot{\phi} $}, where  I characterizes the inertia of the endolymph. 
\item{}  The viscous moment {$ B \dot{\delta} $} , caused by the friction of the endolymph on the walls of the tube. 
\end{myenumerate}


This gives the equation of motion

\begin{myquote}
\item{} \begin{equation*} I \ddot{\phi} = B \dot{\delta} \end{equation*}
\end{myquote}


Substituting {$ \phi = \theta - \delta $}  and integrating gives

\begin{myquote}
\item{} \begin{equation*} \dot{\theta} = \dot{\delta} + \frac{B}{I} \delta . \end{equation*}
\end{myquote}


Let us now consider the example of a velocity step {$ \dot{\theta}(t) $} of constant amplitude {$ \omega $}. In this case, we obtain a displacement

\begin{myquote}
\item{} \begin{equation*} \delta = \frac{I}{B} \omega \cdot (1-e^{-\frac{B}{I}t}) \end{equation*}
\end{myquote}


and for {$ t \gg \frac{I}{B} $} , we obtain the constant displacement

\begin{myquote}
\item{} \begin{equation*} \delta \approx \frac{I}{B} \omega \end{equation*}
\end{myquote}


Now, let us derive the time constant {$ T_1 \equiv \frac{I}{B} $}. Fora  thin tube, {$ r \ll R $} , the inertia is approximately given by

\begin{myquote}
\item{} \begin{equation*} I = m l^2 \approx 2 \rho \pi^2 r^2 R^3 . \end{equation*}
\end{myquote}


From the Poiseuille-{}Hagen Equation, the force F from a laminar flow with velocity {\itshape v}  in a thin tube is

\begin{myquote}
\item{} \begin{equation*} F = \frac{8 \bar{V} \eta l}{r^2} \end{equation*}
\end{myquote}


where {$ \bar{V} = r^2 \pi v $} is the volume flow per second, {$ \eta $} the viscosity and {$ l = 2 \pi R $} the length of the tube.

With the torque {$ M = F \cdot R $}  and the relative angular velocity {$ \Omega = \frac{v}{R} $}  , substitution provides

\begin{myquote}
\item{} \begin{equation*} B = \frac{M}{\Omega} = 16 \eta \pi ^2 R^3 \end{equation*}
\end{myquote}


Finally, this gives the time constant {$ T_1 $}

\begin{myquote}
\item{} \begin{equation*} T_1 = \frac{I}{B} = \frac{\delta r^2}{8 \eta} \end{equation*}
\end{myquote}


For the human balance system, replacing the variables with experimentally obtained parameters yields a time constant  {$ T_1 $} of about 0.01 s. This is brief enough that in equation (10.5) the {$ \approx $} can be replaced by \symbol{34} = \symbol{34}. This gives a system gain of

\begin{myquote}
\item{} \begin{equation*} G \equiv \frac{\delta}{\omega} = \frac{I}{B} = T_1 \end{equation*}
\end{myquote}

\subsubsection{Model with Cupula}
\label{168}


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/100.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{100}{ Effect of the cupula.}
\end{minipage}\vspace{0.75cm}



Our discussion until this point has not included the role of the cupula in the SCC: The cupula acts as an elastic membrane that gets displaced by angular accelerations. Through its elasticity the cupula returns the system to its resting position. The elasticity of the cupula adds an additional elastic term to the equation of movement. If it is taken into account, this equation becomes

{$ \ddot{\theta} = \ddot{\delta} + \frac{B}{I} \dot{\delta} + \frac{K}{I} \delta $}

An elegant way to solve such differential equations is the {\itshape Laplace-{}Transformation}. The Laplace transform turns differential equations into algebraic equations: if the Laplace transform of a signal x(t) is denoted by X(s), the Laplace transform of the time derivative is

\begin{myquote}
\item{} \begin{equation*} \frac{dx(t)}{dt} \xrightarrow{Laplace Transform} s \cdot X(s) - x(0) \end{equation*}
\end{myquote}


The term x(0) details the starting condition, and can often be set to zero by an appropriate choice of the reference position. Thus, the Laplace transform is

\begin{myquote}
\item{} \begin{equation*} s^2 \tilde{\theta} = s^2 \tilde{\delta} + \frac{B}{I} s \tilde{\delta} + \frac{K}{I} \tilde{\delta} \end{equation*}
\end{myquote}


where \symbol{34}\~{}\symbol{34} indicates the Laplace transformed variable. With {$ T_1 $} from above, and {$ T_2 $} defined by

\begin{myquote}
\item{} \begin{equation*} T_2 = \frac{B}{K} \end{equation*}
\end{myquote}


we get the

\begin{myquote}
\item{} \begin{equation*} \frac{ \tilde{\delta} }{ \tilde{\theta} } = \frac{T_1 s^2}{T_1 s^2 + s + \frac{1}{T_2}} \end{equation*}
\end{myquote}


For humans, typical values for {$ T_2 = B/K $} are about 5 sec.

To find the poles of this transfer function, we have to determine for which values of s the denominator equals 0:

\begin{myquote}
\item{} \begin{equation*} s_{1,2} = \frac{1}{T_1} \Big(-1 \pm \sqrt{1-4\frac{T_1}{T_2}} \Big) \end{equation*}
\end{myquote}


Since {$ T_2 \gg T_1 $}, and since

\begin{myquote}
\item{} \begin{equation*} \sqrt{1-x} \approx 1 - \frac{x}{2} for x \ll 1 \end{equation*}
\end{myquote}


we obtain

\begin{myquote}
\item{} \begin{equation*} s_1 \approx - \frac{1}{T_1}, and s_2 \approx - \frac{1}{T_2} \end{equation*}
\end{myquote}


Typically we are interested in the cupula displacement {$ \delta $} as a function of head velocity {$ \dot{\theta} \equiv s \tilde{\theta} $}:

\begin{myquote}
\item{} \begin{equation*} \frac{\tilde{\delta}}{s \tilde{\theta}}(s) = \frac{T_1 T_2 s}{(T_1 s +1)(T_2 s + 1)} \end{equation*}
\end{myquote}


For typical head movements (0.2 Hz <{} f <{} 20Hz), the system gain is approximately constant. In other words, for typical head movements the cupula displacement is proportional to the angular head velocity!



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/101.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{101}{ Bode plot of the cupula displacement of a function of head velocity, with
T1 = 0.01 sec, T2 = 5 sec, and an amplification factor of (T1+ T2)/ (T1* T2) to obtain a gain of approximately 0 for the central frequencies.}
\end{minipage}\vspace{0.75cm}


\subsubsection{Control Systems}
\label{169}
For Linear, Time-{}Invariant systems (LTI systems), the input and output have a simple relationship in the frequency domain :

\begin{myquote}
\item{} \begin{equation*} Out(s) = G(s)*In(s) \end{equation*}
\end{myquote}


where the {\itshape transfer function G(s)} can be expressed by the algebraic function 

\begin{myquote}
\item{} \begin{equation*}G(s)=\frac{num(s)}{den(s)}=\frac{n(0)*{{s}^{0}}+n(1)*{{s}^{1}}+n(2)*{{s}^{2}}+...}{d(0)*{{s}^{0}}+d(1)*{{s}^{1}}+d(2)*{{s}^{2}}+...}\end{equation*}
\end{myquote}


In other words, specifying the coefficients of the numerator (n) and denominator (d) uniquely characterizes the transfer function. This notation is used by some computational tools to simulate the response of such a system to a given input.

Different tools can be used to simulate such a system. For example, the response of a low-{}pass filter with a time-{}constant of 7 sec to an input step at 1 sec has the following transfer function 

\begin{myquote}
\item{} \begin{equation*}G(s)=\frac{1}{7s+1}\end{equation*}
\end{myquote}


and can be simulated as follows:
\paragraph{With Simulink}
{$\text{ }$}\newline\label{170}



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/102.png}
\end{center}
\raggedright{}\myfigurewithcaption{102}{Step-{}response simulation of a lowpass filter with Simulink.}
\end{minipage}\vspace{0.75cm}


\paragraph{Commandline}
{$\text{ }$}\newline\label{171}

If you work on the command line, you can use the {\itshape Control System Toolbox} of MATLAB or the module {\itshape signal} of the Python package {\itshape SciPy}:

\myhref{http://en.wikibooks.org/wiki/MATLAB}{MATLAB} Control System Toolbox:

\begin{Shaded}
\begin{Highlighting}[]

\CommentTok{\%\ensuremath{\text{ }}Define\ensuremath{\text{ }}the\ensuremath{\text{ }}transfer\ensuremath{\text{ }}function}\newline
\NormalTok{num\ensuremath{\text{ }}=\ensuremath{\text{ }}[}\FloatTok{1}\NormalTok{];}\newline
\NormalTok{tau\ensuremath{\text{ }}=\ensuremath{\text{ }}}\FloatTok{7}\NormalTok{;}\newline
\NormalTok{den\ensuremath{\text{ }}=\ensuremath{\text{ }}[tau,\ensuremath{\text{ }}}\FloatTok{1}\NormalTok{];}\newline
\NormalTok{mySystem\ensuremath{\text{ }}=\ensuremath{\text{ }}tf(num,den)}\newline
\ensuremath{\text{ }}\newline
\CommentTok{\%\ensuremath{\text{ }}Generate\ensuremath{\text{ }}an\ensuremath{\text{ }}input\ensuremath{\text{ }}step}\newline
\NormalTok{t\ensuremath{\text{ }}=\ensuremath{\text{ }}}\FloatTok{0}\NormalTok{:}\FloatTok{0.1}\NormalTok{:}\FloatTok{30}\NormalTok{;}\newline
\NormalTok{inSignal\ensuremath{\text{ }}=\ensuremath{\text{ }}zeros(size(t));}\newline
\NormalTok{inSignal(t>=}\FloatTok{1}\NormalTok{)\ensuremath{\text{ }}=\ensuremath{\text{ }}}\FloatTok{1}\NormalTok{;}\newline
\ensuremath{\text{ }}\newline
\CommentTok{\%\ensuremath{\text{ }}Simulate\ensuremath{\text{ }}and\ensuremath{\text{ }}show\ensuremath{\text{ }}the\ensuremath{\text{ }}output}\newline
\NormalTok{[outSignal,\ensuremath{\text{ }}tSim]\ensuremath{\text{ }}=\ensuremath{\text{ }}lsim(mySystem,\ensuremath{\text{ }}inSignal,\ensuremath{\text{ }}t);}\newline
\NormalTok{plot(t,\ensuremath{\text{ }}inSignal,\ensuremath{\text{ }}tSim,\ensuremath{\text{ }}outSignal);}\newline
\end{Highlighting}
\end{Shaded}


\myhref{http://en.wikibooks.org/wiki/Python}{Python} -{} SciPy:

\begin{Shaded}
\begin{Highlighting}[]

\CommentTok{#\ensuremath{\text{ }}Import\ensuremath{\text{ }}required\ensuremath{\text{ }}packages}\newline
\CharTok{import}\ensuremath{\text{ }}\NormalTok{numpy\ensuremath{\text{ }}}\CharTok{as}\ensuremath{\text{ }}\NormalTok{np}\newline
\CharTok{import}\ensuremath{\text{ }}\NormalTok{scipy.signal\ensuremath{\text{ }}}\CharTok{as}\ensuremath{\text{ }}\NormalTok{ss}\newline
\CharTok{import}\ensuremath{\text{ }}\NormalTok{matplotlib.pylab\ensuremath{\text{ }}}\CharTok{as}\ensuremath{\text{ }}\NormalTok{mp}\newline
\ensuremath{\text{ }}\newline
\CommentTok{#\ensuremath{\text{ }}Define\ensuremath{\text{ }}transfer\ensuremath{\text{ }}function}\newline
\NormalTok{num\ensuremath{\text{ }}=\ensuremath{\text{ }}[}\DecValTok{1}\NormalTok{]}\newline
\NormalTok{tau\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{7}\newline
\NormalTok{den\ensuremath{\text{ }}=\ensuremath{\text{ }}[tau,\ensuremath{\text{ }}}\DecValTok{1}\NormalTok{]}\newline
\NormalTok{mySystem\ensuremath{\text{ }}=\ensuremath{\text{ }}ss.lti(num,\ensuremath{\text{ }}den)}\newline
\ensuremath{\text{ }}\newline
\CommentTok{#\ensuremath{\text{ }}Generate\ensuremath{\text{ }}inSignal}\newline
\NormalTok{t\ensuremath{\text{ }}=\ensuremath{\text{ }}np.arange(}\DecValTok{0}\NormalTok{,}\DecValTok{30}\NormalTok{,}\FloatTok{0.1}\NormalTok{)}\newline
\NormalTok{inSignal\ensuremath{\text{ }}=\ensuremath{\text{ }}np.zeros(t.size)}\newline
\NormalTok{inSignal[t>=}\DecValTok{1}\NormalTok{]\ensuremath{\text{ }}=\ensuremath{\text{ }}}\DecValTok{1}\newline
\ensuremath{\text{ }}\newline
\CommentTok{#\ensuremath{\text{ }}Simulate\ensuremath{\text{ }}and\ensuremath{\text{ }}plot\ensuremath{\text{ }}outSignal}\newline
\NormalTok{tout,\ensuremath{\text{ }}outSignal,\ensuremath{\text{ }}xout\ensuremath{\text{ }}=\ensuremath{\text{ }}ss.lsim(mySystem,\ensuremath{\text{ }}inSignal,\ensuremath{\text{ }}t)}\newline
\NormalTok{mp.plot(t,\ensuremath{\text{ }}inSignal,\ensuremath{\text{ }}tout,\ensuremath{\text{ }}outSignal)}\newline
\NormalTok{mp.show()}\newline
\end{Highlighting}
\end{Shaded}

\subsection{Otoliths}
\label{172}
Consider now the mechanics of the otolith organs. Since they are made up by complex, visco-{}elastic materials with a curved shape, their mechanics cannot be described with analytical tools. However, their movement can be simulated numerically with the finite element technique. Thereby the volume under consideration is divided into many small volume elements, and for each element the physical equations are approximated by analytical functions.



\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/103.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{103}{ FE-{}Simulations: Small, finite elements are used to construct a mechanical model; here for
example the saccule.}
\end{minipage}\vspace{0.75cm}



Here we will only show the physical equations for the visco-{}elastic otolith materials.
The movement of each elastic material has to obey Cauchy’s equations of motion:

{$ \rho \frac{\partial^2 u_i}{\partial t^2} = \rho B_i + \sum_{j} \frac{\partial T_{ij}}{\partial x_j} $}

where {$ \rho $} is the effective density of the material,  {$ u_i $} the displacements along the i-{}axis,  {$ B_i $} the i-{}component of the volume force, and  {$ T_{ij} $} the components of the Cauchy’s strain tensor.  {$ x_j $} are the coordinates.

For linear elastic, isotropic material, {\itshape Cauchy’s strain tensor} is given by

\begin{myquote}
\item{} \begin{equation*} T_{ij} = \lambda e \delta_{ij} + 2 \mu E_{ij} \end{equation*}
\end{myquote}


where {$ \lambda $} and {$ \mu $} are the {\itshape Lamé constants}; {$ \mu $}  is identical with the shear modulus. {$ e = div(\vec u) $}, and  {$ E_{ij} $} is the stress tensor

\begin{myquote}
\item{} \begin{equation*} E_{ij} = \frac{1}{2} \Big( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \Big). \end{equation*}
\end{myquote}


This leads to Navier’s Equations of motion

\begin{myquote}
\item{} \begin{equation*} \rho \frac{\partial ^2 u_i}{\partial t^2} = \rho B_i + (\lambda + \mu) \frac{\partial e}{\partial x_i} + \mu \sum_{j} \frac{\partial ^2 u_i}{\partial x_j^2} \end{equation*}
\end{myquote}


This equation holds for purely elastic, isotropic materials, and can be solved with the finite element technique. A typical procedure to find the mechanical parameters that appear in this equation is the following: when a cylindrical sample of the material is put under strain, the {\itshape Young coefficient E} characterizes the change in length, and the {\itshape Poisson’s ratio {$ \nu $}} the simultaneous decrease in diameter. The Lamé constants {$ \lambda $} and {$ \mu $} are related to E and {$ \nu $} by:

\begin{myquote}
\item{} \begin{equation*} E = \frac{\mu (3 \lambda + 2 \mu)}{\lambda + \mu} \end{equation*}
\end{myquote}


and

\begin{myquote}
\item{} \begin{equation*} \nu = \frac{\lambda}{2(\lambda + \mu)} \end{equation*}
\end{myquote}
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\label{175}\section{Introduction}
\label{176}
\section{Sensory Organs}
\label{177}
Our somatosensory system consists of sensors in the skin and sensors in our muscles, tendons, and joints. The receptors in the skin, the so called cutaneous receptors, tell us about temperature ({\itshape thermoreceptors}), pressure and surface texture ({\itshape mechano receptors}), and pain ({\itshape nociceptors}). The receptors in muscles and joints provide information about muscle length, muscle tension, and joint angles.
(The following description is based on lecture notes from Laszlo Zaborszky, from Rutgers University.)
\section{Sensory Organ Components}
\label{178}\subsection{Cutaneous receptors}
\label{179}\subsubsection{Mechanoreceptors}
\label{180}


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/104.\SVGExtension}
\end{center}
\raggedright{}\myfigurewithcaption{104}{ Receptors in the human skin: Mechanoreceptors can be free receptors or encapsulated. Examples for free receptors are the hair receptors at the roots of hairs. Encapsulated receptors are the Pacinian corpuscles and the receptors in the glabrous (hairless) skin: Meissner corpuscles, Ruffini corpuscles and Merkel’s disks.}
\end{minipage}\vspace{0.75cm}



Sensory information from {\itshape Meissner corpuscles} and rapidly adapting afferents leads to adjustment of grip force when objects are lifted. These afferents respond with a brief burst of action potentials when objects move a small distance during the early stages of lifting. In response to rapidly adapting afferent activity, muscle force increases reflexively until the gripped object no longer moves. Such a rapid response to a tactile stimulus is a clear indication of the role played by somatosensory neurons in motor activity. 

The slowly adapting {\itshape Merkel\textquotesingle{}s receptors} are responsible for form and texture perception.  As would be expected for receptors mediating form perception, Merkel‘s receptors are present at high density in the digits and around the mouth (50/mm2 of skin surface), at lower density in other glabrous surfaces, and at very low density in hairy skin. This innervations density shrinks progressively with the passage of time so that by the age of 50, the density in human digits is reduced to 10/mm2. Unlike rapidly adapting axons, slowly adapting fibers respond not only to the initial indentation of skin, but also to sustained indentation up to several seconds in duration.

Activation of the rapidly adapting {\itshape Pacinian corpuscles} gives a feeling of vibration, while the slowly adapting {\itshape Ruffini corpuscles} respond to the lataral movement or stretching of skin.
\begin{longtable}{|>{\RaggedRight}p{0.29315\linewidth}|>{\RaggedRight}p{0.29315\linewidth}|>{\RaggedRight}p{0.29315\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt}  }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Rapidly adapting  }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Slowly adapting}\endhead  \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Surface receptor / small receptive field &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\itshape Hair receptor}, {\itshape Meissner\textquotesingle{}s corpuscle}: Detect an insect or  a very fine vibration. Used for recognizing texture. &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Merkel\textquotesingle{}s receptor: Used for spatial details, e.g. a round surface edge or \symbol{34}an X\symbol{34} in brail.\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Deep receptor / large receptive field  &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\itshape Pacinian corpuscle}: \symbol{34}A diffuse vibration\symbol{34} e.g. tapping with a pencil. &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} {\itshape Ruffini\textquotesingle{}s corpuscle}: \symbol{34}A skin stretch\symbol{34}. Used for joint position in fingers.\\ \hline 
\end{longtable}

\subsubsection{Nociceptors}
\label{181}
Nociceptors have free nerve endings. Functionally, skin nociceptors are either high-{}threshold mechanoreceptors or {\itshape polymodal receptors}. Polymodal receptors respond not only to intense mechanical stimuli, but also to heat and to noxious chemicals. These receptors respond to minute punctures of the epithelium, with a response magnitude that depends on the degree of tissue deformation. They also respond to temperatures in the range of 40-{}60oC, and change their response rates as a linear function of warming (in contrast with the saturating responses displayed by non-{}noxious thermoreceptors at high temperatures).

Pain signals can be separated into individual components, corresponding to different types of nerve fibers used for transmitting these signals. The rapidly transmitted signal, which often has high spatial resolution, is called {\itshape first pain} or {\itshape cutaneous pricking pain}. It is well localized and easily tolerated. The much slower, highly affective component is called {\itshape second pain} or {\itshape burning pain}; it is poorly localized and poorly tolerated. The third or {\itshape deep pain}, arising from viscera, musculature and joints, is also poorly localized, can be chronic and is often associated with referred pain.
\subsubsection{Thermoreceptors}
\label{182}
The thermoreceptors have free nerve endings. Interestingly, we have only two types of thermoreceptors that signal innocuous warmth and cooling respectively in our skin (however, some nociceptors are also sensitive to temperature, but capable of unamibiously signaling only noxious temperatures). The warm receptors show a maximum sensitivity at \~{} 45°C, signal temperatures between 30 and 45°C, and cannot unambiguously signal temperatures higher than 45°C , and are unmyelinated. The cold receptors have their maximum sensitivity at \~{} 27°C, signal temperatures above  17°C, and some consist of lightly myelinated fibers, while others are unmyelinated. Our sense of temperature comes from the comparison of the signals from the warm and cold receptors. Thermoreceptors are poor indicators of absolute temperature but are very sensitive to changes in skin temperature.
\subsubsection{Proprioceptors}
\label{183}
The term {\itshape proprioceptive} or {\itshape kinesthetic sense} is used to refer to the perception of joint position, joint movements, and the direction and velocity of joint movement. There are numerous mechanoreceptors in the muscles, the muscle fascia, and in the dense connective tissue of joint capsules and ligaments.  There are two specialized encapsulated, low-{}threshold mechanoreceptors: the {\itshape muscle spindle} and the {\itshape Golgi tendon organ}. Their adequate stimulus is stretching of the tissue in which they lie. Muscle spindles, joint and skin receptors all contribute to kinesthesia. Muscle spindles appear to provide their most important contribution to kinesthesia with regard to large joints, such as the hip and knee joints, whereas joint receptors and skin receptors may provide more significant contributions with regard to finger and toe joints.
\paragraph{Muscle Spindles}
{$\text{ }$}\newline\label{184}


\begin{minipage}{1.0\linewidth}
\begin{center}
\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/105.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{105}{ Mammalian muscle spindle showing typical position in a muscle (left), neuronal connections in spinal cord (middle) and expanded schematic (right). The spindle is a stretch receptor with its own motor supply consisting of several intrafusal muscle fibres. The sensory endings of a primary (group Ia) afferent and a secondary (group II) afferent coil around the non-{}contractile central portions of the intrafusal fibres. Gamma motoneurons activate the intrafusal muscle fibres, changing the resting firing rate and stretch-{}sensitivity of the afferents.}
\end{minipage}\vspace{0.75cm}



Scattered throughout virtually every striated muscle in the body are long, thin, stretch receptors called muscle spindles. They are quite simple in principle, consisting of a few small muscle fibers with a capsule surrounding the middle third of the fibers. These fibers are called {\itshape intrafusal fibers}, in contrast to the ordinary {\itshape extrafusal fibers}. The ends of the intrafusal fibers are attached to extrafusal fibers, so whenever the muscle is stretched, the intrafusal fibers are also stretched. The central region of each intrafusal fiber has few myofilaments and is non-{}contractile, but it does have one or more sensory endings applied to it. When the muscle is stretched, the central part of the intrafusal fiber is stretched and each sensory ending fires impulses.

Numerous specializations occur in this simple basic organization, so that in fact the muscle spindle is one of the most complex receptor organs in the body. Only three of these specializations are described here; their overall effect is to make the muscle spindle adjustable and give it a dual function, part of it being particularly sensitive to the length of the muscle in a static sense and part of it being particularly sensitive to the rate at which this length changes.

\begin{myenumerate}
\item{}  Intrafusal muscle fibers are of two types. All are multinucleated, and the central, non-{}contractile region contains the nuclei. In one type of intrafusal fiber, the nuclei are lined up single file; these are called {\itshape nuclear chain fiber}. In the other type, the nuclear region is broader, and the nuclei are arranged several abreast; these are called {\itshape nuclear bag fibers}. There are typically two or three nuclear bag fibers per spindle and about twice that many chain fibers.
\item{}  There are also two types of sensory endings in the muscle spindle. The first type, called the primary ending, is formed by a single Ia (A-{}alpha) fiber, supplying every intrafusal fiber in a given spindle. Each branch wraps around the central region of the intrafusal fiber, frequently in a spiral fashion, so these are sometimes called {\itshape annulospiral endings}. The second type of ending is formed by a few smaller nerve fibers (II or A-{}Beta) on both sides of the primary endings. These are the secondary endings, which are sometimes referred to as {\itshape flower-{}spray endings} because of their appearance. Primary endings are selectively sensitive to the onset of muscle stretch but discharge at a slower rate while the stretch is maintained. Secondary endings are less sensitive to the onset of stretch, but their discharge rate does not decline very much while the stretch is maintained. In other words, both primary and secondary endings signal the static length of the muscle (static sensitivity) whereas only the primary ending signals the length changes (movement) and their velocity (dynamic sensitivity). The change of firing frequency of group Ia and group II fibers can then be related to static muscle length (static phase) and to stretch and shortening of the muscle (dynamic phases).
\item{}  Muscle spindles also receive a motor innervation. The large motor neurons that supply extrafusal muscle fibers are called {\itshape alpha motor neurons}, while the smaller ones supplying the contractile portions of intrafusal fibers are called {\itshape gamma neurons}.  Gamma motor neurons can regulate the sensitivity of the muscle spindle so that this sensitivity can be maintained at any given muscle length.
\end{myenumerate}

\paragraph{Golgi tendon organ}
{$\text{ }$}\newline\label{185}



\begin{minipage}{1.0\linewidth}
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\includegraphics[width=1.0\linewidth,height=6.5in,keepaspectratio]{../images/106.jpg}
\end{center}
\raggedright{}\myfigurewithcaption{106}{ Mammalian tendon organ showing typical position in a muscle (left), neuronal connections in spinal cord (middle) and expanded schematic (right). The tendon organ is a stretch receptor that signals the force developed by the muscle. The sensory endings of the Ib afferent are entwined amongst the musculotendinous strands of 10 to 20 motor units.}
\end{minipage}\vspace{0.75cm}



The Golgi tendon organ is located at the musculotendinous junction. There is no efferent innervation of the tendon organ, therefore its sensitivity cannot be controlled from the CNS. The tendon organ, in contrast to the muscle spindle, is coupled in series with the extrafusal muscle fibers. Both passive stretch and active contraction of the muscle increase the tension of the tendon and thus activate the tendon organ receptor, but active contraction produces the greatest increase. The tendon organ, consequently, can inform the CNS about the “muscle tension”. In contrast, the activity of the muscle spindle depends on the “muscle length” and not on the tension. The muscle fibers attached to one tendon organ appear to belong to several motor units. Thus the CNS is informed not only of the overall tension produced by the muscle but also of how the workload is distributed among the different motor units.
\paragraph{Joint receptors}
{$\text{ }$}\newline\label{186}
The joint receptors are low-{}threshold mechanoreceptors and have been divided into four groups. They signal different characteristics of joint function (position, movements, direction and speed of movements). The free receptors or type 4 joint receptors are nociceptors.
\section{Proprioceptive Signal Processing}
\label{187}
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\raggedright{}\myfigurewithcaption{107}{ Feedback loops for proprioceptive signals for the perception and control of limb movements. Arrows indicate excitatory connections; filled circles inhibitory connections. }
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\section{Modelling muscle spindles and afferent response}
\label{188}
The response of the muscle spindles in mammals to muscle stretch has been thoroughly studied, and various models have been proposed. However, due to the difficulty in obtaining accurate data of the afferent and fusimotor responses during muscular movement, these models have usually been quite limited. For example, several of the earliest models account only for the afferent response, ignoring the fusimotor activity.
\subsection{Mileusnic et al. (2006) model}
\label{189}

One recent model, developed by Mileusnic et al. (2006), portrays the muscle spindle as consisting of several (typically 4 to 11) nuclear chain fibres, and two different nuclear bag fibres, connected in parallel as shown here in the figure below. The muscle fibres respond to three inputs: fascicle length, dynamic fusimotor input and static fusimotor input. The {$bag_1$} fibre is mainly responsible for detecting dynamic fusimotor input, while the {$bag_2$} and chain fibres are mainly responsible for detecting static fusimotor input. All fibres respond to changes in the fascicle length, and are modelled in largely the same way but with different coefficients to account for their different physiological properties. The responses of the three types of fibres are summed to generate the primary and secondary afferent activities. The primary afferent activity is affected by the response of all three types of muscle fibres, while the secondary afferent activity only depends on the {$bag_2$} and chain fibre responses.
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\subsection{Hasan (1983) model}
\label{190}

Another comprehensive model of muscle spindles was proposed by Hasan in 1983 \myfootnote{\myfnhref{http://www.example.org}{ Hasan 1983}, Hasan 1983}. This representation of muscle fibres and spindles is based closely on their physical properties. The muscle spindle is represented as two separate regions connected in series: sensory and non-{}sensory. The firing rate of the spindle afferent depends on the state of the two regions\myfootnote{\myfnhref{http://www.example.org}{ Hasan 1983}, Hasan 1983}. The lengths of the two regions can be labelled {$z(t)$} for the sensory and {$y(t)$} for the non-{}sensory region. The tension {$f(t)$} in the two regions is equal, since they are placed in series. The sensory zone can be assumed to act like a spring (equation (3)), while in the non-{}sensory region, tension is a non-{}linear function of {$y(t)$} (equation (2) derived by Hasan).

{$ f(t) = k_1(y(t)-c)(1+[\frac{y'(t)}{a}]^{\frac{1}{3}}) \qquad \qquad \text{(2)} $}

{$ f(t) = k_2z(t) \qquad \qquad \qquad \qquad \qquad \qquad \text{(3)} $}

The total length of the muscle spindle, x(t) is the sum of the length of the two regions (equation (4)). 

{$ x(t) = z(t) + y(t) \qquad \qquad \qquad \qquad \qquad \text{(4)} $}

Using this substitution and rearranging, we can derive the following expression for the length of the sensory zone (equation (5)):

{$ z'(t) = x'(t) - a(\frac{bz(t) - x(t) + c}{x(t) - z(t) - c})^3 \qquad \text{(5)} $}

Here, parameter {$a$} represents the sensitivity of the tension to to velocity in the non-{}sensory zone, parameter {$b = (k_1+k_2)/k_1 $} and parameter {$c$} determines the zero-{}length tension which influences the background firing rate of the afferent. The length of the sensory zone depends not only on the current length and velocity of the spindle, but on the history of the length changes. 

The firing rate, {$g(t)$} in Hasan\textquotesingle{}s model depends on a combination of the sensory zone length and its first derivative (equation (6)), with an experimentally derived weighting.

{$ g(t) = z(t) + 0.1z'(t) \qquad \qquad \qquad \qquad \text{(6)} $}
\subsubsection{Model parameters}
\label{191}
Approximate values for the model parameters a, b and c were suggested by Hasan (1983), and differ for voluntary and passive movements. A summary of these values is presented in the table below.
Type of ending
Condition
A (mm/s)
B
C (mm)

\begin{longtable}{|>{\RaggedRight}p{0.20897\linewidth}|>{\RaggedRight}p{0.23959\linewidth}|>{\RaggedRight}p{0.14527\linewidth}|>{\RaggedRight}p{0.07814\linewidth}|>{\RaggedRight}p{0.12715\linewidth}|} \hline 
{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Type of ending }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Condition }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} A (mm/s) }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} B }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} C (mm)}\endhead  \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Primary &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Passive &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.3 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 250 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}15\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Primary &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Gamma -{} dynamic &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.1 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 125 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}15\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Primary &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Gamma -{} static &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 100 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 100 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}25\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Secondary &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} Passive &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 50 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 50 &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} -{}20\\ \hline 
\end{longtable}


In the model, these values are assumed to be static for the duration of a movement, however this is not believed to be the case.
\section{Internal models of limb dynamics}
\label{192}
In addition to modelling the response of muscle spindle afferents to muscle stretch, several groups have worked on modelling the signals which are sent from the brain to the spindle efferents in order for muscles to complete specific movements. The complexity here lies in the fact that the brain must be able to adapt to unexpected changes in the dynamics of planned movements, using feedback from the spindle afferents.

Studies in this area suggest that humans achieve this using internal models, which are built through an “error-{}feedback-{}learning” process, and transform planned muscle states into the motor commands required to achieve them. To generate the motor commands for a particular reaching movement, the brain performs calculations based on the expected dynamics of the planned movement. However, any unexpected changes in these dynamics while the movement is being executed (e.g. external strain placed on the muscle) will lead to errors in expected muscle length (Gottlieb 1994, Shadmehr and Muss-{}Ivaldi 1994).  These errors are communicated to the brain through the muscle spindle afferents, which experience a different sensory state to what is expected. The brain then reacts to these error signals with short and long latency responses, which work to minimise the error, but cannot eliminate it completely due to the delay in the system. 

Studies suggest that the error can be eliminated in a subsequent attempt at the movement under the same dynamics, and this is where the “error-{}feedback-{}learning” idea comes from (Thoroughman and Shadmehr 1999). The corrections which are generated by the brain form an internal model, which maps a desired action (in kinematic coordinates) to the necessary motor commands (as torques). This internal model can be represented as a weighted combination of basis elements:

{$ torque = \sum w_i  g_i(\theta,\theta',\theta''...) $}

Here each basis {$g_i$} represents some characteristic of the muscle\textquotesingle{}s sensory state, and the motor command is a “population code”. Population coding is a method of representing stimuli as the combined activity of many neurons (in contrast to rate coding). In order to use such a model, we need to know how the bases represent particular limb or muscle positions, and the neuronal firing rates associated with them. The bases can, in principle, represent every aspect of the state: position, velocity, acceleration and even higher derivatives. However, this high dimensionality makes it very difficult to derive relationships experimentally between each dimension of the bases and the firing rates.
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\label{194}\section{Introduction}
\label{195}
\label{196}
Probably the oldest sensory system in the nature, the {\bfseries olfactory system} concerns the sense of smell. The olfactory system is physiologically strongly related to the gustatory system, so that the two are often examined together. Complex flavors require both taste and smell sensation to be recognized. Consequently, food may taste “different” if the sense of smell does not work properly (e.g. head cold).

Generally the two systems are classified as visceral sense because of their close association with gastrointestinal function. They are also of central importance while speaking of emotional and sexual functions.

Both taste and smell receptors are chemoreceptors that are stimulated by molecules soluted respectively in mucus or saliva. However these two senses are anatomically quite different. While smell receptors are distance receptors that do not have any connection to the thalamus, receptors pass up the brainstem to the thalamus and project to the postcentral gyrus along with those for touch and pressure sensibility for the mouth.

In this article we will first focus on the organs composing the {\bfseries olfactory system}, then we will characterize them in order to understand their functionality and we will end explaining the transduction of the signal and the commercial application such as the eNose.

\LaTeXNullTemplate{}\section{Sensory Organs}
\label{197}
\label{198}
In vertebrates the main {\bfseries olfactory system} detects odorants that are inhaled through the nose where they come to contact with the olfactory epithelium, which contains the olfactory receptors.

Olfactory sensitivity is directly proportional to the area in the nasal cavity near the septum reserved to the olfactory mucous membrane, which is the region where the olfactory receptor cells are located. The extent of this area is a specific between animals species. In dogs, for example, the sense of smell is highly developed and the area covered by this membrane is about 75 – 150 cm\textsuperscript{2}; these animals are called macrosmatic animals. Differently in humans the olfactory mucous membrane cover an area about 3 – 5 cm\textsuperscript{2}, thus they are known as microsmatic animals.

In humans there are about 10 million olfactory cells, each of which have 350 different receptor types composing the olfactory mucous membrane. The 350 different receptors are characteristic for only one odorant type. The bond with one odorant molecule starts a molecular chain reaction, which transforms the chemical perception into an electrical signal.

The electrical signal proceeds through the olfactory nerve’s axons to the olfactory bulbs. In this region there are between 1000 and 2000 glomerular cells which combine and interpret the potentials coming from different receptors. This way it is possible to unequivocally characterise e.g. the coffee aroma, which is composed by about 650 different odorants. Humans can distinguish between about 10.000 odors.

The signal then goes forth to the olfactory cortex where it will be recognized and compared with known odorants (i.e. olfactory memory) involving also an emotional response to the olfactory stimuli.

It is also interesting to note that the human genome has about 600 – 700 genes (\~{}2\% of the complete genome) specialized in characterizing the olfactory receptors, but only 350 are still used to build the {\bfseries olfactory system}. This is a proof of the evolution change in the necessity of humans in using the olfaction.
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\label{199}
\label{200}
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Similar to other sensory modalities, olfactory information must be transmitted from peripheral olfactory structures, like the olfactory epithelium, to more central structures, meaning the olfactory bulb and cortex. The specific stimuli has to be integrated, detected and transmitted to the brain in order to reach sensory consciousness. However the {\bfseries olfactory system} is different from other sensory systems in three fundamental ways as depicted in the book of Paxianos G. and Mai J.K., \symbol{34}The human Nervous System\symbol{34}.

\begin{myenumerate}
\item{} Olfactory receptor neurons are continuously replaced by mitotic division of the basal cells of the olfactory epithelium. The motivation of this is the high vulnerability of the neurons, which are directly exposed to the environment. 
\item{} Because of phylogenetic relationship, olfactory sensory activity is transferred directly fro the olfactory bulb to the olfactory cortex, without a thalamic relay. 
\item{} Neural integration and analysis of olfactory stimuli may not involve topographic organization beyond the olfactory bulb, meaning that spatial or frequency axis are not needed to project the signal.
\end{myenumerate}

\subsection{Olfactory Mucous Membrane}
\label{201}
The olfactory mucous membrane contain the olfactory receptor cells and in humans it covers an area about 3 – 5 cm\^{}2 in the roof of the nasal cavity near the septum. Because the receptors are continuously regenerated it contains both the supporting cells and progenitors cells of the olfactory receptors. Interspersed between these cells are 10 – 20 millions receptor cells.

Olfactory receptors are infect neurons with a short and thick dendrites. Their extended end is called an olfactory rod, from which cilia project to the surface of the mucus. These neurons have a length of 2 micrometers and have between 10 and 20 cilia of diameter about 0.1 micrometers.

The axons of the olfactory receptor neurons go through the cribriform plate of the ethmoid bone and enter the olfactory bulb. This passage is in absolute the most sensitive of the {\bfseries olfactory system}; the damage of the cribriform plate (e.g. breaking the nasal septum) can imply the destruction of the axons compromising the sense of smell.

A further particularity of the mucous membrane is that with a period of a few weeks it is completely renewed.
\subsection{Olfactory Bulbs}
\label{202}
In humans the olfactory bulb is located anteriorly with respect to the cerebral hemisphere and remain connected to it only by a long olfactory stalk. Furthermore in mammals it is separated into layers and consist of a concentric lamina structure with well-{}defined neuronal somata and synaptic neuropil.

After passing the cribriform plate the olfactory nerve fibers ramify in the most superficial layer (olfactory nerve layer). When these axons reach the olfactory bulb the layer gets thicker and they terminate in the primary dendrites of the mitral cells and tufted cells forming in this way the complex globular synapses called olfactory glomeruli. Both these cells send other axons to the olfactory cortex and appear to have the same functionality but in fact tufted cells are smaller and consequently have also smaller axons.

The axons from several thousand receptor neurons coverage on one or two glomeruli in a corresponding zone of the olfactory bulb; this suggest that the glomeruli are the unit structures for the olfactory discrimination.

In order to avoid threshold problems in addition to mitral and tufted cells, the olfactory bulb contains also two type of cells with inhibitory properties: periglomerular cells and granule cells. The first will connect two different glomeruli, the second, without using any axons, build a reciprocal synapses with the lateral dendrites of the mitral and tufted cells. By releasing GABA  the granule cell on the one side of these synapse are able to inhibits the mitral (or tufted) cells, while on the other side of the synapses the mitral (or tufted) cells are able to excite the granule cells by releasing glutamate. 
Nowadays about 8.000 glomeruli and 40.000 mitral cells have been counted in young adults. Unfortunately this huge number of cells decrease progressively with the age compromising the structural integrity of the different layers.
\subsection{Olfactory Cortex}
\label{203}
The axons of the mitral and tufted cells pass through the granule layer, the intermediate olfactory stria and the lateral olfactory stria to the olfactory cortex. This tract forms in humans the bulk of the olfactory peduncle. As depicted in the book of Paxianos G. and Mai J.K., \symbol{34}The human Nervous System\symbol{34}, the primary olfactory cortical areas can be easily described by a simple structure composed of three layers: a broad plexiform layer (first layer); a compact pyramidal cell somata layer (second layer) and a deeper layer composed by both pyramidal and nonpyramidal cells (third layer).  Furthermore, in contrast to the olfactory bulb, only a little spatial encoding can be observed;  “that is, small areas of the olfactory bulb virtually project the entire olfactory cortex, and small areas of the cortex receive fibers from virtually the entire olfactory bulb” {$\text{[}$}3{$\text{]}$}.

In general the olfactory tract can be divided in five major regions of the cerebrum: Anterior olfactory nucleus, the olfactory tubercle, the piriform cortex, Anterior cortical nucleus of the amygdala and the entorhinal cortex.Olfactory information is transmitted from primary olfactory cortex to several other parts of the forebrain, including orbital cortex, amigdala, hippocampus, central striatum, hypothalamus and mediodorsal thalamus.

Interesting is also to note that in humans, the piriform cortex can be activated by sniffing, whereas the to activate the lateral and the anterior orbitofrontal gyri of the frontal lobe only the smell is required. This is possible because in general the orbitofrontal activation is grater on the right side than the left side, this directly imply an asymmetry in the corticals reception of the olfaction. A further implication of the emotional response to olfactory stimuli as olfactory memories can be assigned to the fibers projection to the amigdala of the entorhinal cortex.

A good and complete description of the substructure of the olfactory cortex can be found in the book of Paxianos G. and Mai J.K., \symbol{34}The human Nervous System\symbol{34}.

\LaTeXNullTemplate{}
\section{Signal Processing}
\label{204}
\label{205}
\begin{longtable}{|>{\RaggedRight}p{0.52812\linewidth}|>{\RaggedRight}p{0.39152\linewidth}|} \hline 
\multicolumn{2}{|>{\RaggedRight}p{0.95982\linewidth}|}{{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Examples of  olfactory thresholds from William, \symbol{34}Review of Medial Physiology\symbol{34}.}}\\ \hline {\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Substance }&{\bfseries \hspace*{0pt}\ignorespaces{}\hspace*{0pt} mg/L of Ari}\endhead  \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Ethyl ether&\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 5.83\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Chloroform &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 3.30\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Pyridine &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.03\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Oil of peppermint &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.02\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} lodoform &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.02\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Butyric acid &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.009\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Propyl mercaptan &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.006\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Artificial musk &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.00004\\ \hline \hspace*{0pt}\ignorespaces{}\hspace*{0pt} Methyl mercaptan &\hspace*{0pt}\ignorespaces{}\hspace*{0pt} 0.0000004\\ \hline 
\end{longtable}

Only substances which comes in contact with the olfactory epithelium can be excite the olfactory receptors. The right table shows some threshold for some representative substances. These values give an impression of the huge sensitivity of the olfactory receptors.  

It is remarkable that humans can recognize more than 10\textquotesingle{}000 different odors but they should at least differ about the 30\% before they can be distinguished. Compared to the visual system, such precision would mean a 1\% change in light intensity, where as compared to hearing the direction perception may be indicated by the slight difference in the time of arrival of odoriferous molecules in the two nostrils {$\text{[}$}4{$\text{]}$}. It is amazing how the same number of carbon atoms (normally between 3 and 20) in odors molecules can leads to different odors just by slightly change in the structural configuration.
\subsection{Signal Transduction}
\label{206}
An interesting feature of the olfactory system is how a simple sense organ that apparently lacks a high degree of complexity can mediate discrimination of more than 10\textquotesingle{}000 different odors. On the one hand this is made possible by the huge number of different odorant receptor. The gene family for the olfactory receptor is infect the largest family studied so far in mammals. On the other hand the neural net of the olfactory system’s provide with their 1800 glomeruli a large two dimensional map in the olfactory bulb that is unique to each odorant.
In addition, the extracellular field potential in each glomerulus oscillates, and the granule cells appear to regulate the frequency of the oscillation. The exact function of the oscillation is unknown, but it probably also helps to focus the olfactory signal reaching the cortex {$\text{[}$}3{$\text{]}$}.
\subsection{Smell measurement}
\label{207}
Olfaction, as described in the research of R. Haddad et al., consists of a set of transforms from physical space of odorant molecules (olfactory physicochemical space), through a neural space of information processing (olfactory neural space), into a perceptual space of smell (olfactory perceptual space). The rules of these transforms depend on obtaining valid metrics for each of those spaces.
\subsubsection{Olfactory perceptual space}
\label{208}
As the perceptual space represent the “input” of the smell measurement, it’s aim is to describe the odors in the most simple possible way. Odor are infect ordered so that their reciprocal distance in space confers them similarity. This mean that odors the more two odors are near each other in this space the more are they expected to be similar. This space is thus defined by so called perceptual axes characterized by some arbitrarily chosen “unit” odors.
\subsubsection{Olfactory neural space}
\label{209}
As suggested by its name the neural spaces are generated from neural responses. This gives rise to an extensive database of odorant-{}induced activity, which can be used to formulate an olfactory space where the concept of similarity serves as a guiding principal. Using this procedure different odorant are than expected to be similar if they generate a similar neuronal response. This database can be navigated at the Glomerular Activity Response Archive \myplainurl{http://gara.bio.uci.edu/}.
\subsubsection{Olfactory physicochemical space}
\label{210}
The need of identify the molecular encryption of the biological interaction, make the physicochemical space the most complex one of the olfactory space described so far.
R. Haddad  suggest that one possibility is to span this space would to represent each odorant by a very large number of molecular descriptors by use either a variance metric or a distance metric. In his  first description single odorants may have many physicochemical features and one expect these feature to present themselves at various probabilities within the world of molecules that have a smell. In such metric the orthogonal basis generated from the description of the odorant leads to represent each odorant by a single value. While in the second, the metric represents each odorant with a vector of 1664 values, on the basis of Euclidean distances between odorants in the 1664 physicochemical space. Whereas the first metric enabled the prediction of perceptual attributes, the second enabled the prediction of odorant-{}induced neuronal response patterns.
\subsection{Electronic measurement of odors}
\label{211}
Nowadays odors can be measured electronically in a huge amount of different way, some examples are: mass spectrography, gas chromatography, raman spectra and most recently electronic nose. In general they assume that different olfactory receptors have different affinities to specific molecular physicochemical properties, and that the different activation of these receptors gives rise to a spatio-{}temporal pattern of activity that reflects odors.
\subsubsection{Electronic Nose}
\label{212}
eNose are analytic devices for mimicking the principle of biological olfaction that have as main component an array of non specific chemical sensors. Combining electronics, path recognition and modern technology, the eNoses uses gas sensors to translate the chemical signal into an electrical signal when an odorant volatiles from samples reach the fas sensor array. Usually the pattern recognition is used to perform either the quantitative or the qualitative identification.
In order to reproduce the olfactory epithelium a gas sensor array is sealed in a chamber of the eNose. A cross-{}sensitive chemical sensors will than act as olfactory neuron transferring the odor information from a chemical into an electric form similar to the one process which occur in the olfactory bulb where the signal is integrated and enhanced. The information is than elaborated by an artificial neuronal network, which provide coding, processing and storage.
The gas sensor array transforms odor information from the sample space into a measurement space. This is a key procedure for information processing within an eNose. Gas sensors with different transduction principles and different fabrication techniques provide various ways to obtain odor information. Commercially a lot of different sensor types are available the most frequently used sensor types include metal oxide semiconductors (MOS), quartz crystal microbalances (QCM), conducting polymers (CP) and surface acoustic wave (SAW) sensors. A big influence in the choice of the sensor is made by the  fast response, reversibility, repeatability and high sensitivity of the sensor. While constructing the sensor array for a eNose the sensors are selected to be cross-{}selective to different odors, such that their sensitivity is overlapped with the same odor, to make the most of type-{}limited sensors for obtaining adequate odor information. 
In general the amount of raw data generated from the array of sensor’s is huge, so that the information has to be transferred from a high dimensional space into a lower one. Pattern recognition are then needed to encode the signal into a so called classification space.
Both are important and necessary for designing a powerful information processing algorithm and constructing an array with high quality gas sensors. Many pattern recognition methods have been introduced into eNose, including parameterized and non-{}parameterized multivariate statistical methods. Artificial neural network have various significant advantages: (i) Self-{}adaptive, (ii) capability of error tolerance and generalization suitable for treating the problems (iii) parallel processing and distributed storage.
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\label{215}\section{Introduction}
\label{216}
\label{217}
The Gustatory System or sense of taste allows us to perceive different flavors from substances like food, drinks, medicine etc.
Molecules that we taste or tastants are sensed by cells in our mouth, which send information to the brain. These specialized cells are called taste cells and can sense 5 main tastes: bitter, salty, sweet, sour and umami (savory). 
All the variety of flavors that we know are combinations of molecules which fall into these categories.

Measuring the degree by which a substance presents one of the basic tastes is done subjectively by comparing its taste to a taste of a reference substance according to relative indexes of different substances. For the bitter taste quinine (found in tonic water) is used to rate how bitter a substance is. Saltiness can be rated by comparing to a dilute salt solution. The sourness is compared to diluted hydrochloric acid (H+Cl-{}). Sweetness is measured relative to sucrose. The values of these reference substances are defined as 1.
\subsection{Bitter}
\label{218}
(Coffee, mate, beer, tonic water etc.)

It is considered by many as unpleasant. In general bitterness is very interesting because a large number of bitter compounds are known to be toxic so the bitter taste is considered to provide an important protective function. Plant leafs often contain toxic compounds. Herbivores have a tendency to prefer immature leaves, which have higher protein content and lower poison levels than mature leaves. 
It seems that even if the bitter taste is not very pleasant at first, there is a tendency to overcome this aversion because coffee and drinks containing rich amount of caffeine and are widely consumed.
Sometimes bitter agents are added to substances to prevent accidental ingestion. 
\subsection{Salty}
\label{219}
(Table salt)

The salty taste is primarily produced by the presence of cations such as Li+ (lithium ions), K+ (potassium ions) and more commonly Na+ (sodium). The saltiness of substances is compared to sodium chloride, which is typically used as table salt (Na+Cl-{}). Potassium chloride K+Cl-{} is the principal ingredient used in salt substitutes and has an index of 0.6 (see bellow part 5) compared to 1 of Na+Cl-{}.
\subsection{Sour}
\label{220}
(Lemon, orange, wine, spoiled milk and candies containing citric acid)

Sour taste can be mildly pleasant and it is linked to salty flavor but more exacerbated. Typically sour are fruits, which are over-{}riped, spoiled milk, rotten meat, and other spoiled foods, which can be dangerous. It also tastes acids (H+ ions) which taken in large quantities can cause irreversible tissue damage. 
Sourness is rated compared to hydrochloric acid (H+Cl-{}), which has a sourness index of 1. 
\subsection{Sweet}
\label{221}
(Sucrose (table sugar), cake, ice cream etc.)

Sweetness is regarded as a pleasant sensation and is produced by the presence of mostly sugars. Sweet substances are rated relative to sucrose, which has an index of 1. 
Nowadays there are many artificial sweeteners in the market, these include saccharin, aspartame and sucralose but it is still not clear how these substitutes activate the receptors.
\subsection{Umami (savory or tasty)}
\label{222}
(Cheese, soy sauce etc.)

Recently, monosodium glutamate (umami) has been added as the fifth taste.   This taste signals the presence of L-{}glutamate and it is a very important for the Eastern cuisines.

\LaTeXNullTemplate{}\section{Sensory Organs}
\label{223}\subsection{Tongue and Taste Buds}
\label{224}
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Taste cells are epithelial and are clustered in taste buds located in the tongue, soft palate, epiglottis, pharynx and the esophagus the tongue being the primary organ of the Gustatory System.
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Taste buds are located in papillae along the surface of the tongue. There are three types of papillae in human: fungiform located in the anterior part containing approximately five taste buds, circumvallate papillae which are bigger and more posterior than the previous ones and the foliate papillae that are in the posterior edge of the tongue. Circumvallate and foliate papillae contain hundreds of taste buds. In each taste bud there are different types of cells: basal, dark, intermediate and light cells. Basal cells are believed to be the stem cells that give rise to the other types. It is thought that the rest of the cells correspond to different stages of differentiation where the light cells are the most mature type of cells. An alternative idea is that dark, intermediate and light cells correspond to different cellular lineages. Taste cells are short lived and are continuously regenerated. They contain a taste pore at the surface of the epithelium where they extend microvilli, the site where sensory transduction takes place. Taste cells are innervated by fibers of primary gustatory neurons. They contact sensory fibers and these connections resemble chemical synapses, they are excitable with voltage-{}gated channels: K+, Na+ and Ca+ channels capable of generating action potentials.
Although the reaction from different tastants varies, in general tastants interact with receptors or ion channels in the membrane of a taste cells. These interactions depolarize the cell directly or via second messengers and in this way the receptor potential generates action potentials within the taste cells, which lead to Ca2+ influx through Ca2+ voltage-{}gated channels followed by the release of neurotransmitters at the synapses with the sensory fibers.
\subsection{Tongue map}
\label{225}
The idea that the tongue is most sensitive to certain tastes in different regions was a long time misconception, which has now been proved to be wrong. All sensations come from all regions of the tongue.
\subsection{Supertasters}
\label{226}
An average person has about 5\textquotesingle{}000 taste buds. A \symbol{34}supertaster\symbol{34} is a person whose sense of taste is significantly more sensitive than average. The increase in the response is thought to be because they have more than 20’000 taste buds, or due to an increased number of fungiform papillae.
\section{Transduction of Taste}
\label{227}
As mentioned before we distinguish between 5 types of basic tastes: bitter, salty, sour, sweet and umami. There is one type of taste receptor for each flavor known and each type of taste stimulus is transduced by a different mechanisms. 
In general bitter, sweet and umami are detected by G protein-{}coupled receptors and salty and sour are detected via ion channels.
\subsection{Bitter}
\label{228}
Bitter compounds act through G protein coupled receptors (GPCR’s) also known as a seven-{}transmembrane domains, which are located in the walls of the taste cells. Taste receptors of type 2 (T2Rs) which is a group of GPCR’s is thought respond to bitter stimuli. When the bitter-{}tasting ligand binds to the GPCR it releases the G protein gustducin, its 3 subunits break apart and activate phosphodiesterase, which in turn converts a precursor within the cell into a secondary messenger, closing the K+ channels. This secondary messenger stimulates the release of Ca2+, contributing to depolarization followed by neurotransmitter release. It is possible that bitter substances that are permeable to the membrane are sensed by mechanisms not involving G proteins.
\subsection{Salt}
\label{229}
The amiloride-{}sensitive epithelial sodium channel (ENaC), a type of ion channel in the taste cell wall, allows Na+ ions to enter the cell down an electrochemical gradient, altering the membrane potential of the taste cells by depolarizing the cell. This leads to an opening of voltage-{}gated Ca2+ channels, followed by neurotransmitter release. 
\subsection{Sour}
\label{230}
The sour taste signals the presence of acidic compounds (H+ ions) and there are three receptors: 1) The ENaC, (the same protein involved in salty taste). 2) There are also H+ gated channels; one is the K+ channel, which allows K+ outflux of the cell. H+ ions block these so the K+ stays inside the cell. 3) A third channel undergoes a configuration change when a H+ attaches to it leading to an opening of the channel and allowing an influx of Na+ down the concentration gradient into the cell, leading to the opening of a voltage gated Ca2+ channels. These three receptors work in parallel and lead to depolarization of the cell followed by neurotransmitter release.
\subsection{Sweet}
\label{231}
Sweet transduction is mediated by the binding of a sweet tastant to GPCR’s located in the apical membrane of the taste cell. Saccharide activates the GPCR, which releases gustducin and this in turn activates cAMP (cyclic adenylate monophosphate). cAMP will activate the cAMP kinase that will phosphorylate the K+ channels and eventually inactivate them, leading to depolarization of the cell and followed by neurotransmitter release. 
\subsection{Umami (Savory)}
\label{232}
Umami receptors involve also GPCR’s, the same way as bitter and sweet receptors. Glutamate binds a type of the metabotropic glutamate receptor mGlurR4 causing a G-{}protein complex to activate a secondary receptor, which ultimately leads to neurotransmitter release. In particular how the intermediate steps work, is currently unknown.
\section{Signal Processing}
\label{233}
In humans, the sense of taste is transmitted to the brain via three cranial nerves. The VII facial nerve carries information from the anterior 2/3 part of the tongue and soft palate. The IX nerve or glossopharyngeal nerve carries taste sensations from the posterior 1/3 part of the tongue and the X nerve or vagus nerve carries information from the back of the oral cavity and the epiglottis.

The gustatory cortex is the brain structure responsible for the perception of taste. It consists of the anterior insula on the insular lobe and the frontal operculum on the inferior frontal gyrus of the frontal lobe. Neurons in the gustatory cortex respond to the five main tastes. 

Taste cells synapse with primary sensory axons of the mentioned cranial nerves. The central axons of these neurons in the respective cranial nerve ganglia project to rostral and lateral regions of the nucleus of the solitary tract in the medulla. Axons from the rostral (gustatory) part of the solitary nucleus project to the ventral posterior complex of the thalamus, where they terminate in the medial half of the ventral posterior medial nucleus. This nucleus projects to several regions of the neocortex, which include the gustatory cortex.

Gustatory cortex neurons exhibit complex responses to changes in concentration of tastant. For one tastant, the same neuron might increase its firing and for an other tastant, it may only respond to an intermediate concentration. 
\section{Taste and Other Senses}
\label{234}
In general the Gustatory Systems does not work alone. While eating, consistency and texture are sensed by the mechanoreceptors from the somatosensory system. The sense of taste is also correlated with the olfactory system because if we lack the sense of smell it makes it difficult to distinguish the flavor.
\subsection{Spicy food}
\label{235}
(black peppers, chili peppers, etc.)

It is not a basic taste because this sensation does not arise from taste buds. Capsaicin is the active ingredient in spicy food and causes “hotness” or “spiciness” when eaten. It stimulates temperature fibers and also nociceptors (pain) in the tongue. In the nociceptors it stimulates the release of substance P, which causes vasodilatation and release of histamine causing hiperalgesia (increased sensitivity to pain).

In general basic tastes can be appetitive or aversive depending on the effect that the food has on us but also essential to the taste experience are the presentation of food, color, texture, smell, previous experiences, expectations, temperature and satiety.
\section{Taste disorders}
\label{236}
\subsection{Ageusia (complete loss of taste)}
\label{237}
Ageusia is a partial or complete loss in the sense of taste and sometimes it can be accompanied by the loss of smell.
\subsection{Dysgeusia (abnormal taste)}
\label{238}
Is an alteration in the perception associated with the sense of taste. Tastes of food and drinks vary radically and sometimes the taste is perceived as repulsive. The causes of dysgeusia can be associated with neurologic disorders.
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\label{240}
Primates are animals belonging to the highest order of mammals. Primates include humans and the nonhuman primates, the apes, monkeys, lemurs, tree-{}shrews, lorises, bush babies and tarsiers. They are characterized by a voluminous and complicated brain. They have excellent sight and are highly adapted to an arboreal existence, including the possession by some of a prehensile tail. Non primates on the other hand do have a much less developed brain. But as we learn more about the rest of the animal world, it’s becoming pretty clear that non-{}primates are pretty intelligent too. Some examples include pigs, octopus, and crows.\myfootnote{K. Gammon, Life’s Little Mysteries (\myplainurl{http://www.lifeslittlemysteries.com/1647-} smartest-{}non-{}primates.html) . TechMediaNetwork. }

In many branches of mythology, the crow plays a shrewd trickster, and in the real world, crows are proving to be quite a clever species. Crows have been found to engage in feats such as tool use, the ability to hide and store food from season to season, episodic-{}like memory, and the ability to use personal experience to predict future conditions.

As it turns out, being piggy is actually a pretty smart tactic. Pigs are probably the most intelligent domesticated animal on the planet. Although their raw intelligence is most likely commensurate with a dog or cat, their problem-{}solving abilities top those
of felines and canine pals.

If pigs are the most intelligent of the domesticated species, octopuses take the cake for invertebrates. Experiments in maze and problem-{}solving have shown that they have both short-{}term and long-{}term memory. Octopuses can open jars, squeeze through
tiny openings, and hop from cage to cage for a snack. They can also be trained to distinguish between different shapes and patterns. In a kind of play-{}like activity (one of the hallmarks of higher intelligence species) octopuses have been observed repeatedly
releasing bottles or toys into a circular current in their aquariums and then catching them.
\section{Octopus}
\label{241}
\subsection{Introduction}
\label{242}
One of the most interesting non-{}primate is the octopus. The most interesting feature about this non-{}primate is its arm movement. In these invertebrates, the control of the arm is especially complex because the arm can be moved in any direction, with a virtually infinite number of degrees of freedom. In the octopus, the brain only has to send a command to the arm to do the action—the entire recipe of how to do it is embedded in the arm itself. Observations indicate that octopuses reduce the complexity of controlling their arms by keeping their arm movements to set, stereotypical patterns. To find out if octopus arms have minds of their own, the researchers cut off the nerves in an octopus arm from the other nerves in its body, including the brain. They then tickled and stimulated the skin on the arm. The arm behaved in an identical fashion to what it would in a healthy octopus. The implication is that the brain only has to send a single move command to the arm, and the arm will do the rest.

In this chapter we discuss in detail the sensory system of an octopus and focus on the sensory motor system in this non-{}primate.
\subsubsection{Octopus -{} The intelligent non-{}primate}
\label{243}
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Octopuses have two eyes and four pairs of arms, and they are bilaterally symmetric. An octopus has a hard beak, with its mouth at the center point of the arms. Octopuses have no internal or external skeleton (although some species have a vestigial remnant of
a shell inside their mantle), allowing them to squeeze through tight places. Octopuses are among the most intelligent and behaviorally flexible of all invertebrates.

The most interesting feature of the octopuses is their arm movements. For goal directed arm movements, the nervous system in octopus generates a sequence of motor commands that brings the arm towards the target. Control of the arm is especially complex because the arm can be moved in any direction, with a virtually infinite number of degrees of freedom. The basic motor program for voluntary movement is embedded within the neural circuitry of the arm itself.\myfootnote{G. S. et al., Control of Octopus Arm Extension by a Peripheral Motor Program . Science 293, 1845, 2001. }
\subsection{Arm Movements in Octopus}
\label{244}
In the hierarchical organization in octopus, the brain only has to send a command to the arm to do the action. The entire recipe of how to do it is embedded in the arm itself. By the use of the arms octopus walks, seizes its pray, or rejects unwanted objects and also obtains a wide range of mechanical and chemical information about its immediate environment.

Octopus arms, unlike human arms, are not limited in their range of motion by elbow, wrist, and shoulder joints. To accomplish goals such as reaching for a meal or swimming, however, an octopus must be able to control its eight appendages. The octopus arm can move in any direction using virtually infinite degrees of freedom. This ability results from the densely packed flexible muscle fibers along the arm of the octopus.

Observations indicate that octopuses reduce the complexity of controlling their arms by keeping their arm movements to set, stereotypical patterns.\myfootnote{Y. Gutfreund, Organization of octopus arm movements: a model system for study-{} ing the control of flexible arms. Journal of Neuroscience 16, 7297, 1996. } For example, the reaching movement always consists of a bend that propagates along the arm toward the tip. Since octopuses always use the same kind of movement to extend their arms, the commands that generate the pattern are stored in the arm itself, not in the central brain. Such a mechanism further reduces the complexity of controlling a flexible arm. These flexible arms are controlled by an elaborate peripheral nervous system containing \LaTeXIdentityTemplate{5 {\mbox{$\times$}} 10\textsuperscript{7}} neurons distributed along each arm. \LaTeXIdentityTemplate{4 {\mbox{$\times$}} 10\textsuperscript{5}} of these are motor neurons, which innervate the intrinsic muscles of the arm and locally control muscle action.

Whenever it is required, the nervous system in octopus generates a sequence of motor commands which in turn produces forces and corresponding velocities making the limb reach the target. The movements are simplified by the use of optimal trajectories made
through vectorial summation and superposition of basic movements. This requires that the muscles are quite flexible.
\subsection{The Nervous System of the Arms}
\label{245}
The eight arms of the octopus are elongated, tapering, muscular organs, projecting from the head and regularly arranged around the mouth. The inner surface of each arm bears a double row of suckers, each sucker alternating with that of the opposite row. There are about 300 suckers on each arm.\myfootnote{P. Graziadei, The anatomy of the nervous system of Octopus vulgaris, J. Z. Young. Clarendon, Oxford, 1971. }

The arms perform both motor and sensory functions. The nervous system in the arms of the octopus is represented by the nerve ganglia, subserving motor and inter-{}connecting functions. The peripheral nerve cells represent the sensory systems. There exists a close functional relationship between the nerve ganglia and the peripheral nerve cells.
\subsubsection{General anatomy of the arm}
\label{246}
The muscles of the arm can be divided into three separate groups, each having a certain degree of anatomical and functional independence:
\begin{myenumerate}
\item{}  Intrinsic muscles of the arm,
\item{}  Intrinsic muscles of the suckers, and
\item{}  Acetabulo-{}brachial muscles (connects the suckers to the arm muscles).
\end{myenumerate}


Each of these three groups of muscles comprises three muscle bundles at right angles to one another. Each bundle is innervated separately from the surrounding units and shows a remarkable autonomy.In spite of the absence of a bony or cartilaginous skeleton, octopus can produce arm movements using the contraction and relaxation of different muscles. Behaviorally, the longitudinal muscles shorten the arm and play major role in seizing objects carrying them to mouth, and the oblique and transverse muscles lengthen the arms and are used by octopus for rejecting unwanted objects.
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Six main nerve centers lie in the arm and are responsible for the performance of these sets of muscles. The axial nerve cord is by far the most important motor and integrative center of the arm. The eight cords one in each arm contains altogether \LaTeXIdentityTemplate{3.5 {\mbox{$\times$}} 10\textsuperscript{8}} neurons. Each axial cord is linked by means of connective nerve bundles with five sets of more peripheral nerve centers, the four intramuscular nerve cords, lying among the intrinsic muscles of the arm, and the ganglia of the suckers, situated in the peduncle just beneath the acetabular cup of each sucker.

All these small peripheral nerves contain motor neurons and receive sensory fibers from deep muscle receptors which play the role of local reflex centers. The motor innervation of the muscles of the arm is thus provided not only by the motor neurons of the axial nerve cord, which receives pre-{}ganglionic fibers from the brain, but also by these more peripheral motor centers.
\subsubsection{Sensory Nervous system}
\label{247}
The arms contain a complex and extensive sensory system. Deep receptors in the three main muscle systems of the arms, provide the animal with a widespread sensory apparatus for collecting information from muscles. Many primary receptors lie in the epithelium covering the surface of the arm. The sucker, and particularly its rim, has the greatest number of these sensory cells, while the skin of the arm is rather less sensitive. Several tens of thousands of receptors lie in each sucker.

Three main morphological types of receptors are found in arms of an octopus. These are round cells, irregular multipolar cells, and tapered ciliated cells. All these elements send their processes centripetally towards the ganglia. The functional significance of these three types of receptors is still not very well known and can only be conjectured. It has been suggested that the round and multipolar receptors may record mechanical stimuli, while ciliated receptors are likely to be chemo-{}receptors.

The ciliated receptors do not send their axons directly to the ganglia but the axons meet encapsulated neurons lying underneath the epithelium and make synaptic contacts with the dendritic processes of these. This linkage helps in reduction of input between primary nerve cells. Round and multipolar receptors on the other hand send their axons directly to the ganglia where the motor neurons lie.
\subsection{Functioning of peripheral nervous system in arm movements}
\label{248}
Behavioral experiments suggest that information regarding the movement of the muscles does not reach the learning centers of the brain, and morphological observations prove that the deep receptors send their axons to peripheral centers such as the
ganglion of the sucker or the intramuscular nerve cords.\myfootnote{M. J. Wells, The orientation of octopus. Ergeb. Biol. 26, 40-{}54, 1963. } The information regarding the stretch or movement of the muscles is used in local reflexes only.

When the dorsal part of the axial nerve cord that contains the axonal tracts from the brain is stimulated by electrical signals, movements in entire arm are still noticed. The movements are triggered by the stimulation which is provided and is not directly driven by the stimuli coming from the brain. Thus, arm extensions are evoked by stimulation of the dorsal part of the axial nerve cord. In contrast, the stimulation of the muscles within the same area or the ganglionic part of the cord evokes only local muscular contractions. The implication is that the brain only has to send a single move command to the arm, and the arm will do the rest.

A dorsally oriented bend propagates along the arm causing the suckers to point in the direction of the movement. As the bend propagates, the part of the arm proximal to the bend remains extended. For further conformations that an octopus arm has a mind of its own, the nerves in an octopus arm have been cut off from the other nerves in its body, including the brain. Movements resembling normal arm extensions were initiated in amputated arms by electrical stimulation of the nerve cord or by tactile stimulation of the skin or suckers.

It has been noted that the bend propagations are more readily initiated when a bend is created manually before stimulation. If the fully relaxed arm is stimulated, the initial movement is triggered by the stimuli, which follows the same bend propagation. The nervous system of the arm thus, not only drives local reflexes but controls complex movements involving the entire arm.

These evoked movements are almost kinematically identical to the movements of freely behaving octopus. When stimulated, a severed arm shows an active propagation of the muscle activity as in natural arm extensions. Movements evoked from similar initial arm postures result in similar paths, while different starting postures result in different final paths.

As the extensions evoked in denervated octopus arms are qualitatively and kinematically similar to natural arm extensions, an underlying motor program seems to be controlling the movements which are embedded in the neuromuscular system of the arm, which does not require central control.
\section{Fish}
\label{249}


Fish are  aquatic animals with great diversity. There are over 32’000 species of fish, making it the largest group of vertebrates.
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Most fish possess highly developed sense organs. The eyes of most daylight dwelling fish are capable of color vision. Some can even see ultra violet light. Fish also have a very good sense of smell. Trout for example have special holes called “nares” in their head that they use to register tiny amounts of chemicals in the water. Migrating salmon coming from the ocean use this sense to find their way back to their home streams, because they remember what they smell like.  Especially ground dwelling fish have a very strong tactile sense in their lips and barbels. Their taste buds are also located there. They use these senses to search for food on the ground and in murky waters.

Fish also have a lateral line system, also known as the lateralis system. It is a system of tactile sense organs located in the head and along both sides of the body. It is used to detect movement and vibration in the surrounding water.


\subsection{Function}
\label{250}
Fish use the lateral line sense organ to sense prey and predators, changes in the current and its orientation and they use it to avoid collision in schooling.

Coombs et al. have shown {$\text{[}$}1{$\text{]}$} that the lateral line sensory organ is necessary for fish to detect their prey and orient towards it. The fish detect and orient themselves towards movements created by prey or a vibrating metal sphere even when they are blinded. When signal transduction in the lateral lines is  inhibited by cobalt chloride application, the ability to target the prey is  greatly diminished.

The dependency of fish on the lateral line organ to avoid collisions in schooling fish was demonstrated by Pitcher et al. in 1976, where they show that optically blinded fish can swim in a school of fish, while those with a disabled lateral line organ cannot {$\text{[}$}2{$\text{]}$}.
\subsection{Anatomy}
\label{251}
The lateral lines are visible as two faint lines that run along either side of the fish body, from its head to its tail. They are made up of a series of mechanoreceptor cells called neuromasts. These are either located on the surface of the skin or are, more frequently, embedded within the lateral line canal. The lateral line canal is a mucus filled structure that lies just beneath the skin and transduces the external water displacement through openings from the outside to the neuromasts on the inside. The neuromasts themselves are made up of sensory cells with fine hair cells that are encapsulated by a cylindrical gelatinous cupula. These reach either directly into the open water (common in deep sea fish) or into the lymph fluid of the lateral line canal. The changing water pressures bend the cupula, and in turn the hair cells inside. Similar to the hair cells in all vertebrate ears, a deflection towards the shorter cilia leads to a hyperpolarization (decrease of firing rate) and a deflection in the opposite direction leads to depolarization (increase of firing rate) of the sensory cells. Therefore the pressure information is transduced to digital information using rate coding that is then passed along the lateral line nerve to the brain. By integrating many neuromasts through their afferent and efferent connections, complex circuits can be formed. This can make them respond to different stimulation frequencies and consequently coding for different parameters, like acceleration or velocity {$\text{[}$}3{$\text{]}$}.
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In sharks and rays, some neuromasts have undergone an interesting evolution. They have evolved into electroreceptors called ampullae of Lorenzini. They are mostly concentrated around the head of the fish and can detect a change of electrical stimuli as small as 0.01 microvolt {$\text{[}$}4{$\text{]}$}. With this sensitive instrument these fish are able to detect tiny electrical potentials generated by muscle contractions and can thus find their prey over large distances, in murky waters or even hidden under the sand. It has been suggested that sharks also use this sense for migration and orientation, since the ampullae of Lorenzini are sensitive enough to detect the earth’s electromagnetic field.
\subsection{Convergent Evolution}
\label{252}

Cephalopods: 

Cephalopods such as squids, octopuses and cuttlefish have lines of ciliated epidermal cells on head and arms that resemble the lateral lines of fish. Electrophysiological recordings from these lines in the common cuttlefish (Sepia officinalis) and the brief squid (Lolliguncula brevis) have identified them as an invertebrate analogue to the mechanoreceptive lateral lines of fish and aquatic amphibians {$\text{[}$}5{$\text{]}$}.

Crustaceans: 

Another convergence to the fish lateral line is found in some crustaceans. Contrary to fish, they don’t have the mechanosensory cells on their body, but have them spaced at regular intervals on long trailing antennae. These are held parallel to the body. This forms two ‘lateral lines’ parallel to the body that have similar properties to those of fish lateral lines and are mechanically independent of the body {$\text{[}$}6{$\text{]}$}.

Mammals:

In aquatic manatees the postcranial body bears tactile hairs. They resemble the mechanosensory hairs of naked mole rats. This arrangement of hair has been compared to the fish lateral line and complement the poor visual capacities of the manatees. Similarly, the whiskers of harbor seals are known to detect minute water movements and serve as a hydrodynamic receptor system. This system is far less sensitive than the fish equivalent. {$\text{[}$}7{$\text{]}$}
\section{Flies}
\label{253}\subsection{Introduction}
\label{254}
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Halteres are sensory organs present in many flying insects. Widely thought to be an evolutionary modifcation of the rear pair of wings on such insects, halteres provide gyroscopic sensory data, vitally important for flight. Although the fly has other relevant systems to aid in flight, the visual system of the fly is too slow to allow for rapid maneuvers. Additionally, to be able to fly adeptly in low light conditions, a requirement to avoid predation, such a sensory system is necessary. Indeed, without halteres, flies are incapable of sustained, controlled flight. Since the 18th century, scientists have been aware of the role halteres play in flight, but it was only recently that the mechanisms by which they operate have been better explored.
\myfootnote{
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\subsection{Anatomy}
\label{255}

The haltere evolved from the rearmost of two pairs of wings. While the first has maintained its usage for flight, the posterior pair has lost its flight functions and has adopted a slightly different shape. The haltere is visually comprised of three structural components: a knob-{}shaped end, a thin shaft, and a slightly wider base. The knob contains approximately 13 innervated hairs, while the base contains two chordotonal organs, each innervated by about 20-{}30 nerves. Chordotonal organs are sense organs thought to be solely responsive to extension, though they remain relatively unknown. The base is also covered by around 340 campaniform sensilla, which are small fibers which respond  preferentially to compression in the direction in which they are elongated. Each of these fibers is also innervated. Relative to the stalk of the haltere, both the chordotonal organs and the campaniform sensilla have an orientation of approximately 45 degrees, which is optimal  for measuring bending forces on the haltere. The halteres move contrary (anti-{}phase) to the wings during flight. The sensory components can be categorized into three groups \myfootnote{
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}): those sensitive to vertical oscillations of the haltere, including the dorsal and ventral scapal plates, dorsal and ventral Hicks papillae (both the plates and papillae are subcategories of the aforementioned campaniform sensilla), and the small chordotonal organ. The basal plate (another manifestation of the sensilla) and the large chordotonal organ are  sensitive to gyroscopic torque acting on the haltere, and there is also a population of undifferentiated papillae which are responsive to all strains acting on the base of the haltere. This provides an additional method for flies to distinguish between the direction of force being applied to the haltere.
\subsubsection{Genetics}
\label{256}

As Homeobox genes were being discovered and explored for the first time, it was found that the deletion or inactivation of the Hox gene  Ultrabithorax (Ubx) causes the halteres to develop into a normal pair of wings. This was a very compelling early result as to the nature of Hox genes. Manipulations to the Antennapedia gene can similarly cause legs to become severely deformed, or can cause a set of legs to develop instead of antennae on the head.
\subsection{Function}
\label{257}

The halteres function by detecting Coriolis forces, sensing the movement of air across the potentially rotating fly body. Studies have  indicated that the angular velocity of the body is encoded by the Coriolis forces measured by the halteres \myfootnote{
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}. Active halteres can recruit  any neighboring units, influencing nearby muscles and causing dramatic changes in the flight dynamics.  Halteres have been shown to have  extremely fast response times, allowing these flight changes to be performed much more quickly than if the fly were to rely on its visual system. In order to distinguish between different rotational components, such as pitch and roll, the fly must be able to combine signals from the two halteres, which must not be coincident (coincident signals would diminish the ability of the fly to differentiate the rotational axes).  The halteres are capable of contributing to image stabilization, as well as in-{}flight attitude control, which was established by numerous authors noting a reaction from the head and wings to inputs from the components of the rotation rate vector. contributions from halteres to head and neck movements have been noted, explaining their role in gaze stabilization. The fly therefore uses input from the halteres to establish where to fixate its gaze, an interesting integration of the two senses.
\subsection{Mathematics}
\label{258}

Recordings have indicated that halteres are capable of responding to stimuli at the same (double-{}wingbeat) frequency as Coriolis forces, the proof of concept that allows further mathematical analysis of how these measurements can occur. The vector cross-{}product of the halteres\textquotesingle{} angular velocity and the rotation of the body provide the Coriolis force vector to the fly. This force is at the same frequency as the wingbeat in both the pitch and roll planes, and is doubly fast in the yaw plane. Halteres are capable of providing a rate damping signal to affect rotations. This is because the Coriolis force is proportional to the fly\textquotesingle{}s own rotation rate. By measuring the Coriolis force, the halteres can send an appropriate signal to their affiliated muscles, allowing the fly to properly control its flight. The large amplitude of haltere motion allows for the calculation of the vertical and horizontal rates of rotation. Because of the large disparity in haltere movement between vertical and horizontal movement, Ω\textsubscript{1}, the vertical component of the rotation rate, generates a force of double the frequency of the horizontal component. It is widely thought that this twofold frequency difference is what allows the fly to distinguish between the vertical and horizontal components. If we assume that the haltere moves sinusoidally, a reasonably accurate approximation of its real-{}world behavior, the angular position γ can be modeled as:
{$  \gamma = \frac{\pi}{ 2}\sin(\omega t) $}
where ω is the haltere beat frequency, and the amplitude is 180, a close approximation to the real life range of motion. The body rotational velocities can be computed, given the known rates (the roll, pitch, and yaw components are labeled below with 1, 2, and 3, respectively) from the two halteres\textquotesingle{} (Ω\textsubscript{b} being the left and Ω\textsubscript{c} being the right haltere) reference frames, respective to the body of the fly with the following calculations \myfootnote{
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}:$\text{ }$\newline{}


{$ W_{1} = - \frac{\Omega_{b3} + \Omega_{c3} }{2\sin(\alpha)}  $}

{$ W_{2} = \frac{\Omega_{b3} - \Omega_{c3} }{2\cos(\alpha)}   $}


{$ W_{3} = - \frac{\Omega_{b1} + \Omega_{c1} }{2} $}


α represents the haltere angle of rotation from the body plane, and the Ω terms are, as mentioned, the angular velocity of the haltere with respect to the body. Knowing this, one could roughly simulate input to the halteres using the equation for forces on the end knob of a haltere:$\text{ }$\newline{}


{$ F = mg - ma_{i} - ma_{F} - m\dot{\Omega_{i}}\times r_{i} -m\Omega_{i}\times (\Omega_{i}\times r_{i} ) - 2m\Omega_{i} \times v_{i} $}$\text{ }$\newline{}


{\itshape m} is the mass of the knob of the haltere, {\itshape g} is the acceleration due to gravity, {\itshape r\textsubscript{i}}, {\itshape v\textsubscript{i}},\} and {\itshape a\textsubscript{i}} are the position, velocity, and acceleration of the knob relative to the body of the fly in the {\itshape i} direction, {\itshape a\textsubscript{F}} is the fly\textquotesingle{}s linear acceleration, and Ω\textsubscript{i} and Ώ\textsubscript{i} are the angular velocity and acceleration components for the direction {\itshape i}, respectively, of the fly in space.  The Coriolis force is simulated by the {\itshape 2mΩ} × {\itshape v\textsubscript{i}} term.  Because the sensory signal generated is proportional to the forces exerted on the halteres, this would allow the haltere signal to be simulated.  If attempting to reconcile the force equation with the rotational component equations, it is worthwhile to remember that the force equation must be calculated separately for both halteres.
\section{Butterflies}
\label{259}
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\raggedright{}\myfigurewithcaption{118}{The sense of balance of butterflies sits at the base of the antennae.}
\end{minipage}\vspace{0.75cm}



Butterflies and moth keep their balance with {\itshape Johnston\textquotesingle{}s organ}: this is an organ at the base of a butterfly\textquotesingle{}s antennae, and is responsible for maintaining the butterfly\textquotesingle{}s sense of balance and orientation, especially during flight. 
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\label{263}\section{Spectrum}
\label{264}

If light passes through a prism, a colour spectrum will be formed at the other end of the prism ranging from red to violet. The wavelength of the red light is from 650nm to 700nm, and the violet light is at around 400nm to 420nm. This is the EM range detectable for the human eye.
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\raggedright{}\myfigurewithcaption{119}{Colour spectrum produced by a prism}
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\section{Colour Models}
\label{265}

The colour triangle is often used to illustrate the colour-{}mixing effect. The triangle entangles the visible spectrum, and a white dot is located in the middle of the triangle. Because of additive colour mixing property of red (700nm), green(546nm) and blue(435nm), every colour can be produced by mixing those three colours. 
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\raggedright{}\myfigurewithcaption{120}{ The RGB color-{}triangle}
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\section{History of {\itshape Sensory Systems}}
\label{266}
This Wikibook was started by engineers studying at ETH Zurich as part of the course Computational Simulations of Sensory Systems. The course combines physiology with an emphasis on the sensory systems, programming and signal processing. There is a plethora of information regarding these topics on the internet and in the literature, but there\textquotesingle{}s a distinct lack of concise texts and books on the fusion of these 3 topics. The world needs a structured and thorough overview of biology and biological systems from an engineering point of view, which is what this book is trying to correct. We will start off with the Visual System, focusing on the biological and physiological aspects, mainly because this will be used in part to grade our performance in the course. The other part being the programming aspects have already been evaluated and graded. It is the authors\textquotesingle{} wishes that eventually information on physiology/biology, signal processing AND programming shall be added to each of the sensory systems. Also we hope that more sections will be added to extend the book in ways previously not thought of.

The original title of the Wikibook, {\itshape Biological Machines}, stressed the technical aspects of sensory system. However, as the wikibook evolved it became a comprehensive overview of human sensory systems, with additional emphasis on technical aspects of these systems. This focus is better represented with {\itshape Sensory Systems}, the new wikibook title since December 2011.
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\section {GNU GENERAL PUBLIC LICENSE}
\begin{multicols}{4}

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
Preamble

The GNU General Public License is a free, copyleft license for software and other kinds of works.

The licenses for most software and other practical works are designed to take away your freedom to share and change the works. By contrast, the GNU General Public License is intended to guarantee your freedom to share and change all versions of a program--to make sure it remains free software for all its users. We, the Free Software Foundation, use the GNU General Public License for most of our software; it applies also to any other work released this way by its authors. You can apply it to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General Public Licenses are designed to make sure that you have the freedom to distribute copies of free software (and charge for them if you wish), that you receive source code or can get it if you want it, that you can change the software or use pieces of it in new free programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denying you these rights or asking you to surrender the rights. Therefore, you have certain responsibilities if you distribute copies of the software, or if you modify it: responsibilities to respect the freedom of others.

For example, if you distribute copies of such a program, whether gratis or for a fee, you must pass on to the recipients the same freedoms that you received. You must make sure that they, too, receive or can get the source code. And you must show them these terms so they know their rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert copyright on the software, and (2) offer you this License giving you legal permission to copy, distribute and/or modify it.

For the developers' and authors' protection, the GPL clearly explains that there is no warranty for this free software. For both users' and authors' sake, the GPL requires that modified versions be marked as changed, so that their problems will not be attributed erroneously to authors of previous versions.

Some devices are designed to deny users access to install or run modified versions of the software inside them, although the manufacturer can do so. This is fundamentally incompatible with the aim of protecting users' freedom to change the software. The systematic pattern of such abuse occurs in the area of products for individuals to use, which is precisely where it is most unacceptable. Therefore, we have designed this version of the GPL to prohibit the practice for those products. If such problems arise substantially in other domains, we stand ready to extend this provision to those domains in future versions of the GPL, as needed to protect the freedom of users.

Finally, every program is threatened constantly by software patents. States should not allow patents to restrict development and use of software on general-purpose computers, but in those that do, we wish to avoid the special danger that patents applied to a free program could make it effectively proprietary. To prevent this, the GPL assures that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribution and modification follow.
TERMS AND CONDITIONS
0. Definitions.

“This License” refers to version 3 of the GNU General Public License.

“Copyright” also means copyright-like laws that apply to other kinds of works, such as semiconductor masks.

“The Program” refers to any copyrightable work licensed under this License. Each licensee is addressed as “you”. “Licensees” and “recipients” may be individuals or organizations.

To “modify” a work means to copy from or adapt all or part of the work in a fashion requiring copyright permission, other than the making of an exact copy. The resulting work is called a “modified version” of the earlier work or a work “based on” the earlier work.

A “covered work” means either the unmodified Program or a work based on the Program.

To “propagate” a work means to do anything with it that, without permission, would make you directly or secondarily liable for infringement under applicable copyright law, except executing it on a computer or modifying a private copy. Propagation includes copying, distribution (with or without modification), making available to the public, and in some countries other activities as well.

To “convey” a work means any kind of propagation that enables other parties to make or receive copies. Mere interaction with a user through a computer network, with no transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Legal Notices” to the extent that it includes a convenient and prominently visible feature that (1) displays an appropriate copyright notice, and (2) tells the user that there is no warranty for the work (except to the extent that warranties are provided), that licensees may convey the work under this License, and how to view a copy of this License. If the interface presents a list of user commands or options, such as a menu, a prominent item in the list meets this criterion.
1. Source Code.

The “source code” for a work means the preferred form of the work for making modifications to it. “Object code” means any non-source form of a work.

A “Standard Interface” means an interface that either is an official standard defined by a recognized standards body, or, in the case of interfaces specified for a particular programming language, one that is widely used among developers working in that language.

The “System Libraries” of an executable work include anything, other than the work as a whole, that (a) is included in the normal form of packaging a Major Component, but which is not part of that Major Component, and (b) serves only to enable use of the work with that Major Component, or to implement a Standard Interface for which an implementation is available to the public in source code form. A “Major Component”, in this context, means a major essential component (kernel, window system, and so on) of the specific operating system (if any) on which the executable work runs, or a compiler used to produce the work, or an object code interpreter used to run it.

The “Corresponding Source” for a work in object code form means all the source code needed to generate, install, and (for an executable work) run the object code and to modify the work, including scripts to control those activities. However, it does not include the work's System Libraries, or general-purpose tools or generally available free programs which are used unmodified in performing those activities but which are not part of the work. For example, Corresponding Source includes interface definition files associated with source files for the work, and the source code for shared libraries and dynamically linked subprograms that the work is specifically designed to require, such as by intimate data communication or control flow between those subprograms and other parts of the work.

The Corresponding Source need not include anything that users can regenerate automatically from other parts of the Corresponding Source.

The Corresponding Source for a work in source code form is that same work.
2. Basic Permissions.

All rights granted under this License are granted for the term of copyright on the Program, and are irrevocable provided the stated conditions are met. This License explicitly affirms your unlimited permission to run the unmodified Program. The output from running a covered work is covered by this License only if the output, given its content, constitutes a covered work. This License acknowledges your rights of fair use or other equivalent, as provided by copyright law.

You may make, run and propagate covered works that you do not convey, without conditions so long as your license otherwise remains in force. You may convey covered works to others for the sole purpose of having them make modifications exclusively for you, or provide you with facilities for running those works, provided that you comply with the terms of this License in conveying all material for which you do not control copyright. Those thus making or running the covered works for you must do so exclusively on your behalf, under your direction and control, on terms that prohibit them from making any copies of your copyrighted material outside their relationship with you.

Conveying under any other circumstances is permitted solely under the conditions stated below. Sublicensing is not allowed; section 10 makes it unnecessary.
3. Protecting Users' Legal Rights From Anti-Circumvention Law.

No covered work shall be deemed part of an effective technological measure under any applicable law fulfilling obligations under article 11 of the WIPO copyright treaty adopted on 20 December 1996, or similar laws prohibiting or restricting circumvention of such measures.

When you convey a covered work, you waive any legal power to forbid circumvention of technological measures to the extent such circumvention is effected by exercising rights under this License with respect to the covered work, and you disclaim any intention to limit operation or modification of the work as a means of enforcing, against the work's users, your or third parties' legal rights to forbid circumvention of technological measures.
4. Conveying Verbatim Copies.

You may convey verbatim copies of the Program's source code as you receive it, in any medium, provided that you conspicuously and appropriately publish on each copy an appropriate copyright notice; keep intact all notices stating that this License and any non-permissive terms added in accord with section 7 apply to the code; keep intact all notices of the absence of any warranty; and give all recipients a copy of this License along with the Program.

You may charge any price or no price for each copy that you convey, and you may offer support or warranty protection for a fee.
5. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modifications to produce it from the Program, in the form of source code under the terms of section 4, provided that you also meet all of these conditions:

    * a) The work must carry prominent notices stating that you modified it, and giving a relevant date.
    * b) The work must carry prominent notices stating that it is released under this License and any conditions added under section 7. This requirement modifies the requirement in section 4 to “keep intact all notices”.
    * c) You must license the entire work, as a whole, under this License to anyone who comes into possession of a copy. This License will therefore apply, along with any applicable section 7 additional terms, to the whole of the work, and all its parts, regardless of how they are packaged. This License gives no permission to license the work in any other way, but it does not invalidate such permission if you have separately received it.
    * d) If the work has interactive user interfaces, each must display Appropriate Legal Notices; however, if the Program has interactive interfaces that do not display Appropriate Legal Notices, your work need not make them do so.

A compilation of a covered work with other separate and independent works, which are not by their nature extensions of the covered work, and which are not combined with it such as to form a larger program, in or on a volume of a storage or distribution medium, is called an “aggregate” if the compilation and its resulting copyright are not used to limit the access or legal rights of the compilation's users beyond what the individual works permit. Inclusion of a covered work in an aggregate does not cause this License to apply to the other parts of the aggregate.
6. Conveying Non-Source Forms.

You may convey a covered work in object code form under the terms of sections 4 and 5, provided that you also convey the machine-readable Corresponding Source under the terms of this License, in one of these ways:

    * a) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by the Corresponding Source fixed on a durable physical medium customarily used for software interchange.
    * b) Convey the object code in, or embodied in, a physical product (including a physical distribution medium), accompanied by a written offer, valid for at least three years and valid for as long as you offer spare parts or customer support for that product model, to give anyone who possesses the object code either (1) a copy of the Corresponding Source for all the software in the product that is covered by this License, on a durable physical medium customarily used for software interchange, for a price no more than your reasonable cost of physically performing this conveying of source, or (2) access to copy the Corresponding Source from a network server at no charge.
    * c) Convey individual copies of the object code with a copy of the written offer to provide the Corresponding Source. This alternative is allowed only occasionally and noncommercially, and only if you received the object code with such an offer, in accord with subsection 6b.
    * d) Convey the object code by offering access from a designated place (gratis or for a charge), and offer equivalent access to the Corresponding Source in the same way through the same place at no further charge. You need not require recipients to copy the Corresponding Source along with the object code. If the place to copy the object code is a network server, the Corresponding Source may be on a different server (operated by you or a third party) that supports equivalent copying facilities, provided you maintain clear directions next to the object code saying where to find the Corresponding Source. Regardless of what server hosts the Corresponding Source, you remain obligated to ensure that it is available for as long as needed to satisfy these requirements.
    * e) Convey the object code using peer-to-peer transmission, provided you inform other peers where the object code and Corresponding Source of the work are being offered to the general public at no charge under subsection 6d.

A separable portion of the object code, whose source code is excluded from the Corresponding Source as a System Library, need not be included in conveying the object code work.

A “User Product” is either (1) a “consumer product”, which means any tangible personal property which is normally used for personal, family, or household purposes, or (2) anything designed or sold for incorporation into a dwelling. In determining whether a product is a consumer product, doubtful cases shall be resolved in favor of coverage. For a particular product received by a particular user, “normally used” refers to a typical or common use of that class of product, regardless of the status of the particular user or of the way in which the particular user actually uses, or expects or is expected to use, the product. A product is a consumer product regardless of whether the product has substantial commercial, industrial or non-consumer uses, unless such uses represent the only significant mode of use of the product.

“Installation Information” for a User Product means any methods, procedures, authorization keys, or other information required to install and execute modified versions of a covered work in that User Product from a modified version of its Corresponding Source. The information must suffice to ensure that the continued functioning of the modified object code is in no case prevented or interfered with solely because modification has been made.

If you convey an object code work under this section in, or with, or specifically for use in, a User Product, and the conveying occurs as part of a transaction in which the right of possession and use of the User Product is transferred to the recipient in perpetuity or for a fixed term (regardless of how the transaction is characterized), the Corresponding Source conveyed under this section must be accompanied by the Installation Information. But this requirement does not apply if neither you nor any third party retains the ability to install modified object code on the User Product (for example, the work has been installed in ROM).

The requirement to provide Installation Information does not include a requirement to continue to provide support service, warranty, or updates for a work that has been modified or installed by the recipient, or for the User Product in which it has been modified or installed. Access to a network may be denied when the modification itself materially and adversely affects the operation of the network or violates the rules and protocols for communication across the network.

Corresponding Source conveyed, and Installation Information provided, in accord with this section must be in a format that is publicly documented (and with an implementation available to the public in source code form), and must require no special password or key for unpacking, reading or copying.
7. Additional Terms.

“Additional permissions” are terms that supplement the terms of this License by making exceptions from one or more of its conditions. Additional permissions that are applicable to the entire Program shall be treated as though they were included in this License, to the extent that they are valid under applicable law. If additional permissions apply only to part of the Program, that part may be used separately under those permissions, but the entire Program remains governed by this License without regard to the additional permissions.

When you convey a copy of a covered work, you may at your option remove any additional permissions from that copy, or from any part of it. (Additional permissions may be written to require their own removal in certain cases when you modify the work.) You may place additional permissions on material, added by you to a covered work, for which you have or can give appropriate copyright permission.

Notwithstanding any other provision of this License, for material you add to a covered work, you may (if authorized by the copyright holders of that material) supplement the terms of this License with terms:

    * a) Disclaiming warranty or limiting liability differently from the terms of sections 15 and 16 of this License; or
    * b) Requiring preservation of specified reasonable legal notices or author attributions in that material or in the Appropriate Legal Notices displayed by works containing it; or
    * c) Prohibiting misrepresentation of the origin of that material, or requiring that modified versions of such material be marked in reasonable ways as different from the original version; or
    * d) Limiting the use for publicity purposes of names of licensors or authors of the material; or
    * e) Declining to grant rights under trademark law for use of some trade names, trademarks, or service marks; or
    * f) Requiring indemnification of licensors and authors of that material by anyone who conveys the material (or modified versions of it) with contractual assumptions of liability to the recipient, for any liability that these contractual assumptions directly impose on those licensors and authors.

All other non-permissive additional terms are considered “further restrictions” within the meaning of section 10. If the Program as you received it, or any part of it, contains a notice stating that it is governed by this License along with a term that is a further restriction, you may remove that term. If a license document contains a further restriction but permits relicensing or conveying under this License, you may add to a covered work material governed by the terms of that license document, provided that the further restriction does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this section, you must place, in the relevant source files, a statement of the additional terms that apply to those files, or a notice indicating where to find the applicable terms.

Additional terms, permissive or non-permissive, may be stated in the form of a separately written license, or stated as exceptions; the above requirements apply either way.
8. Termination.

You may not propagate or modify a covered work except as expressly provided under this License. Any attempt otherwise to propagate or modify it is void, and will automatically terminate your rights under this License (including any patent licenses granted under the third paragraph of section 11).

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, you do not qualify to receive new licenses for the same material under section 10.
9. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to receive or run a copy of the Program. Ancillary propagation of a covered work occurring solely as a consequence of using peer-to-peer transmission to receive a copy likewise does not require acceptance. However, nothing other than this License grants you permission to propagate or modify any covered work. These actions infringe copyright if you do not accept this License. Therefore, by modifying or propagating a covered work, you indicate your acceptance of this License to do so.
10. Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient automatically receives a license from the original licensors, to run, modify and propagate that work, subject to this License. You are not responsible for enforcing compliance by third parties with this License.

An “entity transaction” is a transaction transferring control of an organization, or substantially all assets of one, or subdividing an organization, or merging organizations. If propagation of a covered work results from an entity transaction, each party to that transaction who receives a copy of the work also receives whatever licenses to the work the party's predecessor in interest had or could give under the previous paragraph, plus a right to possession of the Corresponding Source of the work from the predecessor in interest, if the predecessor has it or can get it with reasonable efforts.

You may not impose any further restrictions on the exercise of the rights granted or affirmed under this License. For example, you may not impose a license fee, royalty, or other charge for exercise of rights granted under this License, and you may not initiate litigation (including a cross-claim or counterclaim in a lawsuit) alleging that any patent claim is infringed by making, using, selling, offering for sale, or importing the Program or any portion of it.
11. Patents.

A “contributor” is a copyright holder who authorizes use under this License of the Program or a work on which the Program is based. The work thus licensed is called the contributor's “contributor version”.

A contributor's “essential patent claims” are all patent claims owned or controlled by the contributor, whether already acquired or hereafter acquired, that would be infringed by some manner, permitted by this License, of making, using, or selling its contributor version, but do not include claims that would be infringed only as a consequence of further modification of the contributor version. For purposes of this definition, “control” includes the right to grant patent sublicenses in a manner consistent with the requirements of this License.

Each contributor grants you a non-exclusive, worldwide, royalty-free patent license under the contributor's essential patent claims, to make, use, sell, offer for sale, import and otherwise run, modify and propagate the contents of its contributor version.

In the following three paragraphs, a “patent license” is any express agreement or commitment, however denominated, not to enforce a patent (such as an express permission to practice a patent or covenant not to sue for patent infringement). To “grant” such a patent license to a party means to make such an agreement or commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patent license, and the Corresponding Source of the work is not available for anyone to copy, free of charge and under the terms of this License, through a publicly available network server or other readily accessible means, then you must either (1) cause the Corresponding Source to be so available, or (2) arrange to deprive yourself of the benefit of the patent license for this particular work, or (3) arrange, in a manner consistent with the requirements of this License, to extend the patent license to downstream recipients. “Knowingly relying” means you have actual knowledge that, but for the patent license, your conveying the covered work in a country, or your recipient's use of the covered work in a country, would infringe one or more identifiable patents in that country that you have reason to believe are valid.

If, pursuant to or in connection with a single transaction or arrangement, you convey, or propagate by procuring conveyance of, a covered work, and grant a patent license to some of the parties receiving the covered work authorizing them to use, propagate, modify or convey a specific copy of the covered work, then the patent license you grant is automatically extended to all recipients of the covered work and works based on it.

A patent license is “discriminatory” if it does not include within the scope of its coverage, prohibits the exercise of, or is conditioned on the non-exercise of one or more of the rights that are specifically granted under this License. You may not convey a covered work if you are a party to an arrangement with a third party that is in the business of distributing software, under which you make payment to the third party based on the extent of your activity of conveying the work, and under which the third party grants, to any of the parties who would receive the covered work from you, a discriminatory patent license (a) in connection with copies of the covered work conveyed by you (or copies made from those copies), or (b) primarily for and in connection with specific products or compilations that contain the covered work, unless you entered into that arrangement, or that patent license was granted, prior to 28 March 2007.

Nothing in this License shall be construed as excluding or limiting any implied license or other defenses to infringement that may otherwise be available to you under applicable patent law.
12. No Surrender of Others' Freedom.

If conditions are imposed on you (whether by court order, agreement or otherwise) that contradict the conditions of this License, they do not excuse you from the conditions of this License. If you cannot convey a covered work so as to satisfy simultaneously your obligations under this License and any other pertinent obligations, then as a consequence you may not convey it at all. For example, if you agree to terms that obligate you to collect a royalty for further conveying from those to whom you convey the Program, the only way you could satisfy both those terms and this License would be to refrain entirely from conveying the Program.
13. Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, you have permission to link or combine any covered work with a work licensed under version 3 of the GNU Affero General Public License into a single combined work, and to convey the resulting work. The terms of this License will continue to apply to the part which is the covered work, but the special requirements of the GNU Affero General Public License, section 13, concerning interaction through a network will apply to the combination as such.
14. Revised Versions of this License.

The Free Software Foundation may publish revised and/or new versions of the GNU General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Program specifies that a certain numbered version of the GNU General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that numbered version or of any later version published by the Free Software Foundation. If the Program does not specify a version number of the GNU General Public License, you may choose any version ever published by the Free Software Foundation.

If the Program specifies that a proxy can decide which future versions of the GNU General Public License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Program.

Later license versions may give you additional or different permissions. However, no additional obligations are imposed on any author or copyright holder as a result of your choosing to follow a later version.
15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES PROVIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SERVICING, REPAIR OR CORRECTION.
16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MODIFIES AND/OR CONVEYS THE PROGRAM AS PERMITTED ABOVE, BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPECIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
17. Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability provided above cannot be given local legal effect according to their terms, reviewing courts shall apply local law that most closely approximates an absolute waiver of all civil liability in connection with the Program, unless a warranty or assumption of liability accompanies a copy of the Program in return for a fee.

END OF TERMS AND CONDITIONS
How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to the public, the best way to achieve this is to make it free software which everyone can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to the start of each source file to most effectively state the exclusion of warranty; and each file should have at least the “copyright” line and a pointer to where the full notice is found.

    <one line to give the program's name and a brief idea of what it does.>
    Copyright (C) <year>  <name of author>

    This program is free software: you can redistribute it and/or modify
    it under the terms of the GNU General Public License as published by
    the Free Software Foundation, either version 3 of the License, or
    (at your option) any later version.

    This program is distributed in the hope that it will be useful,
    but WITHOUT ANY WARRANTY; without even the implied warranty of
    MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the
    GNU General Public License for more details.

    You should have received a copy of the GNU General Public License
    along with this program.  If not, see <http://www.gnu.org/licenses/>.

Also add information on how to contact you by electronic and paper mail.

If the program does terminal interaction, make it output a short notice like this when it starts in an interactive mode:

    <program>  Copyright (C) <year>  <name of author>
    This program comes with ABSOLUTELY NO WARRANTY; for details type `show w'.
    This is free software, and you are welcome to redistribute it
    under certain conditions; type `show c' for details.

The hypothetical commands `show w' and `show c' should show the appropriate parts of the General Public License. Of course, your program's commands might be different; for a GUI interface, you would use an “about box”.

You should also get your employer (if you work as a programmer) or school, if any, to sign a “copyright disclaimer” for the program, if necessary. For more information on this, and how to apply and follow the GNU GPL, see <http://www.gnu.org/licenses/>.

The GNU General Public License does not permit incorporating your program into proprietary programs. If your program is a subroutine library, you may consider it more useful to permit linking proprietary applications with the library. If this is what you want to do, use the GNU Lesser General Public License instead of this License. But first, please read <http://www.gnu.org/philosophy/why-not-lgpl.html>.
\end{multicols}

\section{GNU Free Documentation License}
\begin{multicols}{4}

Version 1.3, 3 November 2008

Copyright © 2000, 2001, 2002, 2007, 2008 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.
0. PREAMBLE

The purpose of this License is to make a manual, textbook, or other functional and useful document "free" in the sense of freedom: to assure everyone the effective freedom to copy and redistribute it, with or without modifying it, either commercially or noncommercially. Secondarily, this License preserves for the author and publisher a way to get credit for their work, while not being considered responsible for modifications made by others.

This License is a kind of "copyleft", which means that derivative works of the document must themselves be free in the same sense. It complements the GNU General Public License, which is a copyleft license designed for free software.

We have designed this License in order to use it for manuals for free software, because free software needs free documentation: a free program should come with manuals providing the same freedoms that the software does. But this License is not limited to software manuals; it can be used for any textual work, regardless of subject matter or whether it is published as a printed book. We recommend this License principally for works whose purpose is instruction or reference.
1. APPLICABILITY AND DEFINITIONS

This License applies to any manual or other work, in any medium, that contains a notice placed by the copyright holder saying it can be distributed under the terms of this License. Such a notice grants a world-wide, royalty-free license, unlimited in duration, to use that work under the conditions stated herein. The "Document", below, refers to any such manual or work. Any member of the public is a licensee, and is addressed as "you". You accept the license if you copy, modify or distribute the work in a way requiring permission under copyright law.

A "Modified Version" of the Document means any work containing the Document or a portion of it, either copied verbatim, or with modifications and/or translated into another language.

A "Secondary Section" is a named appendix or a front-matter section of the Document that deals exclusively with the relationship of the publishers or authors of the Document to the Document's overall subject (or to related matters) and contains nothing that could fall directly within that overall subject. (Thus, if the Document is in part a textbook of mathematics, a Secondary Section may not explain any mathematics.) The relationship could be a matter of historical connection with the subject or with related matters, or of legal, commercial, philosophical, ethical or political position regarding them.

The "Invariant Sections" are certain Secondary Sections whose titles are designated, as being those of Invariant Sections, in the notice that says that the Document is released under this License. If a section does not fit the above definition of Secondary then it is not allowed to be designated as Invariant. The Document may contain zero Invariant Sections. If the Document does not identify any Invariant Sections then there are none.

The "Cover Texts" are certain short passages of text that are listed, as Front-Cover Texts or Back-Cover Texts, in the notice that says that the Document is released under this License. A Front-Cover Text may be at most 5 words, and a Back-Cover Text may be at most 25 words.

A "Transparent" copy of the Document means a machine-readable copy, represented in a format whose specification is available to the general public, that is suitable for revising the document straightforwardly with generic text editors or (for images composed of pixels) generic paint programs or (for drawings) some widely available drawing editor, and that is suitable for input to text formatters or for automatic translation to a variety of formats suitable for input to text formatters. A copy made in an otherwise Transparent file format whose markup, or absence of markup, has been arranged to thwart or discourage subsequent modification by readers is not Transparent. An image format is not Transparent if used for any substantial amount of text. A copy that is not "Transparent" is called "Opaque".

Examples of suitable formats for Transparent copies include plain ASCII without markup, Texinfo input format, LaTeX input format, SGML or XML using a publicly available DTD, and standard-conforming simple HTML, PostScript or PDF designed for human modification. Examples of transparent image formats include PNG, XCF and JPG. Opaque formats include proprietary formats that can be read and edited only by proprietary word processors, SGML or XML for which the DTD and/or processing tools are not generally available, and the machine-generated HTML, PostScript or PDF produced by some word processors for output purposes only.

The "Title Page" means, for a printed book, the title page itself, plus such following pages as are needed to hold, legibly, the material this License requires to appear in the title page. For works in formats which do not have any title page as such, "Title Page" means the text near the most prominent appearance of the work's title, preceding the beginning of the body of the text.

The "publisher" means any person or entity that distributes copies of the Document to the public.

A section "Entitled XYZ" means a named subunit of the Document whose title either is precisely XYZ or contains XYZ in parentheses following text that translates XYZ in another language. (Here XYZ stands for a specific section name mentioned below, such as "Acknowledgements", "Dedications", "Endorsements", or "History".) To "Preserve the Title" of such a section when you modify the Document means that it remains a section "Entitled XYZ" according to this definition.

The Document may include Warranty Disclaimers next to the notice which states that this License applies to the Document. These Warranty Disclaimers are considered to be included by reference in this License, but only as regards disclaiming warranties: any other implication that these Warranty Disclaimers may have is void and has no effect on the meaning of this License.
2. VERBATIM COPYING

You may copy and distribute the Document in any medium, either commercially or noncommercially, provided that this License, the copyright notices, and the license notice saying this License applies to the Document are reproduced in all copies, and that you add no other conditions whatsoever to those of this License. You may not use technical measures to obstruct or control the reading or further copying of the copies you make or distribute. However, you may accept compensation in exchange for copies. If you distribute a large enough number of copies you must also follow the conditions in section 3.

You may also lend copies, under the same conditions stated above, and you may publicly display copies.
3. COPYING IN QUANTITY

If you publish printed copies (or copies in media that commonly have printed covers) of the Document, numbering more than 100, and the Document's license notice requires Cover Texts, you must enclose the copies in covers that carry, clearly and legibly, all these Cover Texts: Front-Cover Texts on the front cover, and Back-Cover Texts on the back cover. Both covers must also clearly and legibly identify you as the publisher of these copies. The front cover must present the full title with all words of the title equally prominent and visible. You may add other material on the covers in addition. Copying with changes limited to the covers, as long as they preserve the title of the Document and satisfy these conditions, can be treated as verbatim copying in other respects.

If the required texts for either cover are too voluminous to fit legibly, you should put the first ones listed (as many as fit reasonably) on the actual cover, and continue the rest onto adjacent pages.

If you publish or distribute Opaque copies of the Document numbering more than 100, you must either include a machine-readable Transparent copy along with each Opaque copy, or state in or with each Opaque copy a computer-network location from which the general network-using public has access to download using public-standard network protocols a complete Transparent copy of the Document, free of added material. If you use the latter option, you must take reasonably prudent steps, when you begin distribution of Opaque copies in quantity, to ensure that this Transparent copy will remain thus accessible at the stated location until at least one year after the last time you distribute an Opaque copy (directly or through your agents or retailers) of that edition to the public.

It is requested, but not required, that you contact the authors of the Document well before redistributing any large number of copies, to give them a chance to provide you with an updated version of the Document.
4. MODIFICATIONS

You may copy and distribute a Modified Version of the Document under the conditions of sections 2 and 3 above, provided that you release the Modified Version under precisely this License, with the Modified Version filling the role of the Document, thus licensing distribution and modification of the Modified Version to whoever possesses a copy of it. In addition, you must do these things in the Modified Version:

    * A. Use in the Title Page (and on the covers, if any) a title distinct from that of the Document, and from those of previous versions (which should, if there were any, be listed in the History section of the Document). You may use the same title as a previous version if the original publisher of that version gives permission.
    * B. List on the Title Page, as authors, one or more persons or entities responsible for authorship of the modifications in the Modified Version, together with at least five of the principal authors of the Document (all of its principal authors, if it has fewer than five), unless they release you from this requirement.
    * C. State on the Title page the name of the publisher of the Modified Version, as the publisher.
    * D. Preserve all the copyright notices of the Document.
    * E. Add an appropriate copyright notice for your modifications adjacent to the other copyright notices.
    * F. Include, immediately after the copyright notices, a license notice giving the public permission to use the Modified Version under the terms of this License, in the form shown in the Addendum below.
    * G. Preserve in that license notice the full lists of Invariant Sections and required Cover Texts given in the Document's license notice.
    * H. Include an unaltered copy of this License.
    * I. Preserve the section Entitled "History", Preserve its Title, and add to it an item stating at least the title, year, new authors, and publisher of the Modified Version as given on the Title Page. If there is no section Entitled "History" in the Document, create one stating the title, year, authors, and publisher of the Document as given on its Title Page, then add an item describing the Modified Version as stated in the previous sentence.
    * J. Preserve the network location, if any, given in the Document for public access to a Transparent copy of the Document, and likewise the network locations given in the Document for previous versions it was based on. These may be placed in the "History" section. You may omit a network location for a work that was published at least four years before the Document itself, or if the original publisher of the version it refers to gives permission.
    * K. For any section Entitled "Acknowledgements" or "Dedications", Preserve the Title of the section, and preserve in the section all the substance and tone of each of the contributor acknowledgements and/or dedications given therein.
    * L. Preserve all the Invariant Sections of the Document, unaltered in their text and in their titles. Section numbers or the equivalent are not considered part of the section titles.
    * M. Delete any section Entitled "Endorsements". Such a section may not be included in the Modified Version.
    * N. Do not retitle any existing section to be Entitled "Endorsements" or to conflict in title with any Invariant Section.
    * O. Preserve any Warranty Disclaimers.

If the Modified Version includes new front-matter sections or appendices that qualify as Secondary Sections and contain no material copied from the Document, you may at your option designate some or all of these sections as invariant. To do this, add their titles to the list of Invariant Sections in the Modified Version's license notice. These titles must be distinct from any other section titles.

You may add a section Entitled "Endorsements", provided it contains nothing but endorsements of your Modified Version by various parties—for example, statements of peer review or that the text has been approved by an organization as the authoritative definition of a standard.

You may add a passage of up to five words as a Front-Cover Text, and a passage of up to 25 words as a Back-Cover Text, to the end of the list of Cover Texts in the Modified Version. Only one passage of Front-Cover Text and one of Back-Cover Text may be added by (or through arrangements made by) any one entity. If the Document already includes a cover text for the same cover, previously added by you or by arrangement made by the same entity you are acting on behalf of, you may not add another; but you may replace the old one, on explicit permission from the previous publisher that added the old one.

The author(s) and publisher(s) of the Document do not by this License give permission to use their names for publicity for or to assert or imply endorsement of any Modified Version.
5. COMBINING DOCUMENTS

You may combine the Document with other documents released under this License, under the terms defined in section 4 above for modified versions, provided that you include in the combination all of the Invariant Sections of all of the original documents, unmodified, and list them all as Invariant Sections of your combined work in its license notice, and that you preserve all their Warranty Disclaimers.

The combined work need only contain one copy of this License, and multiple identical Invariant Sections may be replaced with a single copy. If there are multiple Invariant Sections with the same name but different contents, make the title of each such section unique by adding at the end of it, in parentheses, the name of the original author or publisher of that section if known, or else a unique number. Make the same adjustment to the section titles in the list of Invariant Sections in the license notice of the combined work.

In the combination, you must combine any sections Entitled "History" in the various original documents, forming one section Entitled "History"; likewise combine any sections Entitled "Acknowledgements", and any sections Entitled "Dedications". You must delete all sections Entitled "Endorsements".
6. COLLECTIONS OF DOCUMENTS

You may make a collection consisting of the Document and other documents released under this License, and replace the individual copies of this License in the various documents with a single copy that is included in the collection, provided that you follow the rules of this License for verbatim copying of each of the documents in all other respects.

You may extract a single document from such a collection, and distribute it individually under this License, provided you insert a copy of this License into the extracted document, and follow this License in all other respects regarding verbatim copying of that document.
7. AGGREGATION WITH INDEPENDENT WORKS

A compilation of the Document or its derivatives with other separate and independent documents or works, in or on a volume of a storage or distribution medium, is called an "aggregate" if the copyright resulting from the compilation is not used to limit the legal rights of the compilation's users beyond what the individual works permit. When the Document is included in an aggregate, this License does not apply to the other works in the aggregate which are not themselves derivative works of the Document.

If the Cover Text requirement of section 3 is applicable to these copies of the Document, then if the Document is less than one half of the entire aggregate, the Document's Cover Texts may be placed on covers that bracket the Document within the aggregate, or the electronic equivalent of covers if the Document is in electronic form. Otherwise they must appear on printed covers that bracket the whole aggregate.
8. TRANSLATION

Translation is considered a kind of modification, so you may distribute translations of the Document under the terms of section 4. Replacing Invariant Sections with translations requires special permission from their copyright holders, but you may include translations of some or all Invariant Sections in addition to the original versions of these Invariant Sections. You may include a translation of this License, and all the license notices in the Document, and any Warranty Disclaimers, provided that you also include the original English version of this License and the original versions of those notices and disclaimers. In case of a disagreement between the translation and the original version of this License or a notice or disclaimer, the original version will prevail.

If a section in the Document is Entitled "Acknowledgements", "Dedications", or "History", the requirement (section 4) to Preserve its Title (section 1) will typically require changing the actual title.
9. TERMINATION

You may not copy, modify, sublicense, or distribute the Document except as expressly provided under this License. Any attempt otherwise to copy, modify, sublicense, or distribute it is void, and will automatically terminate your rights under this License.

However, if you cease all violation of this License, then your license from a particular copyright holder is reinstated (a) provisionally, unless and until the copyright holder explicitly and finally terminates your license, and (b) permanently, if the copyright holder fails to notify you of the violation by some reasonable means prior to 60 days after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently if the copyright holder notifies you of the violation by some reasonable means, this is the first time you have received notice of violation of this License (for any work) from that copyright holder, and you cure the violation prior to 30 days after your receipt of the notice.

Termination of your rights under this section does not terminate the licenses of parties who have received copies or rights from you under this License. If your rights have been terminated and not permanently reinstated, receipt of a copy of some or all of the same material does not give you any rights to use it.
10. FUTURE REVISIONS OF THIS LICENSE

The Free Software Foundation may publish new, revised versions of the GNU Free Documentation License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns. See http://www.gnu.org/copyleft/.

Each version of the License is given a distinguishing version number. If the Document specifies that a particular numbered version of this License "or any later version" applies to it, you have the option of following the terms and conditions either of that specified version or of any later version that has been published (not as a draft) by the Free Software Foundation. If the Document does not specify a version number of this License, you may choose any version ever published (not as a draft) by the Free Software Foundation. If the Document specifies that a proxy can decide which future versions of this License can be used, that proxy's public statement of acceptance of a version permanently authorizes you to choose that version for the Document.
11. RELICENSING

"Massive Multiauthor Collaboration Site" (or "MMC Site") means any World Wide Web server that publishes copyrightable works and also provides prominent facilities for anybody to edit those works. A public wiki that anybody can edit is an example of such a server. A "Massive Multiauthor Collaboration" (or "MMC") contained in the site means any set of copyrightable works thus published on the MMC site.

"CC-BY-SA" means the Creative Commons Attribution-Share Alike 3.0 license published by Creative Commons Corporation, a not-for-profit corporation with a principal place of business in San Francisco, California, as well as future copyleft versions of that license published by that same organization.

"Incorporate" means to publish or republish a Document, in whole or in part, as part of another Document.

An MMC is "eligible for relicensing" if it is licensed under this License, and if all works that were first published under this License somewhere other than this MMC, and subsequently incorporated in whole or in part into the MMC, (1) had no cover texts or invariant sections, and (2) were thus incorporated prior to November 1, 2008.

The operator of an MMC Site may republish an MMC contained in the site under CC-BY-SA on the same site at any time before August 1, 2009, provided the MMC is eligible for relicensing.
ADDENDUM: How to use this License for your documents

To use this License in a document you have written, include a copy of the License in the document and put the following copyright and license notices just after the title page:

    Copyright (C)  YEAR  YOUR NAME.
    Permission is granted to copy, distribute and/or modify this document
    under the terms of the GNU Free Documentation License, Version 1.3
    or any later version published by the Free Software Foundation;
    with no Invariant Sections, no Front-Cover Texts, and no Back-Cover Texts.
    A copy of the license is included in the section entitled "GNU
    Free Documentation License".

If you have Invariant Sections, Front-Cover Texts and Back-Cover Texts, replace the "with … Texts." line with this:

    with the Invariant Sections being LIST THEIR TITLES, with the
    Front-Cover Texts being LIST, and with the Back-Cover Texts being LIST.

If you have Invariant Sections without Cover Texts, or some other combination of the three, merge those two alternatives to suit the situation.

If your document contains nontrivial examples of program code, we recommend releasing these examples in parallel under your choice of free software license, such as the GNU General Public License, to permit their use in free software.
\end{multicols}

\section{GNU Lesser General Public License}
\begin{multicols}{4}


GNU LESSER GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. <http://fsf.org/>

Everyone is permitted to copy and distribute verbatim copies of this license document, but changing it is not allowed.

This version of the GNU Lesser General Public License incorporates the terms and conditions of version 3 of the GNU General Public License, supplemented by the additional permissions listed below.
0. Additional Definitions.

As used herein, “this License” refers to version 3 of the GNU Lesser General Public License, and the “GNU GPL” refers to version 3 of the GNU General Public License.

“The Library” refers to a covered work governed by this License, other than an Application or a Combined Work as defined below.

An “Application” is any work that makes use of an interface provided by the Library, but which is not otherwise based on the Library. Defining a subclass of a class defined by the Library is deemed a mode of using an interface provided by the Library.

A “Combined Work” is a work produced by combining or linking an Application with the Library. The particular version of the Library with which the Combined Work was made is also called the “Linked Version”.

The “Minimal Corresponding Source” for a Combined Work means the Corresponding Source for the Combined Work, excluding any source code for portions of the Combined Work that, considered in isolation, are based on the Application, and not on the Linked Version.

The “Corresponding Application Code” for a Combined Work means the object code and/or source code for the Application, including any data and utility programs needed for reproducing the Combined Work from the Application, but excluding the System Libraries of the Combined Work.
1. Exception to Section 3 of the GNU GPL.

You may convey a covered work under sections 3 and 4 of this License without being bound by section 3 of the GNU GPL.
2. Conveying Modified Versions.

If you modify a copy of the Library, and, in your modifications, a facility refers to a function or data to be supplied by an Application that uses the facility (other than as an argument passed when the facility is invoked), then you may convey a copy of the modified version:

    * a) under this License, provided that you make a good faith effort to ensure that, in the event an Application does not supply the function or data, the facility still operates, and performs whatever part of its purpose remains meaningful, or
    * b) under the GNU GPL, with none of the additional permissions of this License applicable to that copy.

3. Object Code Incorporating Material from Library Header Files.

The object code form of an Application may incorporate material from a header file that is part of the Library. You may convey such object code under terms of your choice, provided that, if the incorporated material is not limited to numerical parameters, data structure layouts and accessors, or small macros, inline functions and templates (ten or fewer lines in length), you do both of the following:

    * a) Give prominent notice with each copy of the object code that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the object code with a copy of the GNU GPL and this license document.

4. Combined Works.

You may convey a Combined Work under terms of your choice that, taken together, effectively do not restrict modification of the portions of the Library contained in the Combined Work and reverse engineering for debugging such modifications, if you also do each of the following:

    * a) Give prominent notice with each copy of the Combined Work that the Library is used in it and that the Library and its use are covered by this License.
    * b) Accompany the Combined Work with a copy of the GNU GPL and this license document.
    * c) For a Combined Work that displays copyright notices during execution, include the copyright notice for the Library among these notices, as well as a reference directing the user to the copies of the GNU GPL and this license document.
    * d) Do one of the following:
          o 0) Convey the Minimal Corresponding Source under the terms of this License, and the Corresponding Application Code in a form suitable for, and under terms that permit, the user to recombine or relink the Application with a modified version of the Linked Version to produce a modified Combined Work, in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.
          o 1) Use a suitable shared library mechanism for linking with the Library. A suitable mechanism is one that (a) uses at run time a copy of the Library already present on the user's computer system, and (b) will operate properly with a modified version of the Library that is interface-compatible with the Linked Version.
    * e) Provide Installation Information, but only if you would otherwise be required to provide such information under section 6 of the GNU GPL, and only to the extent that such information is necessary to install and execute a modified version of the Combined Work produced by recombining or relinking the Application with a modified version of the Linked Version. (If you use option 4d0, the Installation Information must accompany the Minimal Corresponding Source and Corresponding Application Code. If you use option 4d1, you must provide the Installation Information in the manner specified by section 6 of the GNU GPL for conveying Corresponding Source.)

5. Combined Libraries.

You may place library facilities that are a work based on the Library side by side in a single library together with other library facilities that are not Applications and are not covered by this License, and convey such a combined library under terms of your choice, if you do both of the following:

    * a) Accompany the combined library with a copy of the same work based on the Library, uncombined with any other library facilities, conveyed under the terms of this License.
    * b) Give prominent notice with the combined library that part of it is a work based on the Library, and explaining where to find the accompanying uncombined form of the same work.

6. Revised Versions of the GNU Lesser General Public License.

The Free Software Foundation may publish revised and/or new versions of the GNU Lesser General Public License from time to time. Such new versions will be similar in spirit to the present version, but may differ in detail to address new problems or concerns.

Each version is given a distinguishing version number. If the Library as you received it specifies that a certain numbered version of the GNU Lesser General Public License “or any later version” applies to it, you have the option of following the terms and conditions either of that published version or of any later version published by the Free Software Foundation. If the Library as you received it does not specify a version number of the GNU Lesser General Public License, you may choose any version of the GNU Lesser General Public License ever published by the Free Software Foundation.

If the Library as you received it specifies that a proxy can decide whether future versions of the GNU Lesser General Public License shall apply, that proxy's public statement of acceptance of any version is permanent authorization for you to choose that version for the Library.
\end{multicols}
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% Festlegungen für minitoc
% \renewcommand{\myminitoc}{\minitoc}
% \renewcommand{\mtctitle}{Überblick}
% \setcounter{minitocdepth}{1}
% \dominitoc   % diese Zeile aktiviert das Erstellen der minitocs, sie muss vor \tableofcontents kommen

% Seitenformat
% ------------
%\KOMAoption{paper}{A5}          % zulässig: letter, legal, executive; A-, B-, C-, D-Reihen
\KOMAoption{open}{right}			% zulässig: right (jedes Kapitel beginnt rechts), left, any
\KOMAoption{numbers}{auto}
% Satzspiegel jetzt neu berechnen, damit er bei Kopf- und Fußzeilen beachtet wird
\KOMAoptions{DIV=13}

% Kopf- und Fusszeilen
% --------------------
% Breite und Trennlinie
%\setheadwidth[-6mm]{textwithmarginpar}
%\setheadsepline[textwithmarginpar]{0.4pt}
\setheadwidth{text}
\setheadsepline[text]{0.4pt}

% Variante 1: Kopf: links Kapitel, rechts Abschnitt (ohne Nummer); Fuß: außen die Seitenzahl
\ohead{\headmark}
\renewcommand{\chaptermark}[1]{\markleft{#1}{}}
\renewcommand{\sectionmark}[1]{\markright{#1}{}}
\ofoot[\pagemark]{\pagemark}

% Variante 2: Kopf außen die Seitenzahl, Fuß nichts
%\ohead{\pagemark}
%\ofoot{}

% Standardschriften
% -----------------
%\KOMAoption{fontsize}{18pt}
\addtokomafont{disposition}{\rmfamily}
\addtokomafont{title}{\rmfamily} 
\setkomafont{pageheadfoot}{\normalfont\rmfamily\mdseries}

% vertikaler Ausgleich
% -------------------- 
% nein -> \raggedbottom
% ja   -> \flushbottom    aber ungeeignet bei Fußnoten
%\raggedbottom
\flushbottom

% Tiefe des Inhaltsverzeichnisses bestimmen
% -----------------------------------------
% -1   nur \part{}
%  0   bis \chapter{}
%  1   bis \section{}
%  2   bis \subsection{} usw.
\newcommand{\mytocdepth}{1}

% mypart - Teile des Buches und Inhaltsverzeichnis
% ------------------------------------------------
% Standard: nur im Inhaltsverzeichnis, zusätzlicher Eintrag ohne Seitenzahl
% Variante: nur im Inhaltsverzeichnis, zusätzlicher Eintrag mit Seitenzahl 
%\renewcommand{\mypart}[1]{\addcontentsline{toc}{part}{#1}}
% Variante: mit eigener Seite vor dem ersten Kapitel, mit Eintrag und Seitenzahl im Inhaltsverzeichnis
\renewcommand{\mypart}[1]{\part{#1}}


% maketitle
% -----------------------------------------------
% Bestandteile des Innentitels
%\title{Einführung in SQL}
%\author{Jürgen Thomas}
%\subtitle{Datenbanken bearbeiten}
\date{}
% Bestandteile von Impressum und CR
% Bestandteile von Impressum und CR

\uppertitleback{
%Detaillierte Daten zu dieser Publikation sind bei Wikibooks zu erhalten:\newline{} \url{http://de.wikibooks.org/}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet  zu erhalten: \newline{}\url{https://portal.d-nb.de/opac.htm?method=showSearchForm#top}
%Diese Publikation ist bei der Deutschen Nationalbibliothek registriert. Detaillierte Daten sind im Internet unter der Katalog-Nr. 1008575860 zu erhalten: \newline{}\url{http://d-nb.info/1008575860}

%Namen von Programmen und Produkten sowie sonstige Angaben sind häufig geschützt. Da es auch freie Bezeichnungen gibt, wird das Symbol \textregistered{} nicht verwendet.

%Erstellt am 
\today{}
}
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}}


\renewcommand{\mysubtitle}[1]{}
\renewcommand{\mymaintitle}[1]{}
\renewcommand{\myauthor}[1]{}

\newenvironment{myshaded}{%
  \def\FrameCommand{ \hskip-2pt \fboxsep=\FrameSep \colorbox{shadecolor}}%
  \MakeFramed {\advance\hsize-\width \FrameRestore}}%
 {\endMakeFramed}








headers/packages1.tex~

% Standard für Formatierung
%\usepackage[utf8]{inputenc} % use \usepackage[utf8]{inputenc} for tex4ht
\usepackage[usenames]{color}
\usepackage{textcomp} 
\usepackage{alltt} 
\usepackage{syntax}
\usepackage{parskip} 
\usepackage[normalem]{ulem}
\usepackage[pdftex,unicode=true]{hyperref}
\usepackage{tocstyle}
\usepackage[defblank]{paralist}
\usepackage{trace}
%\usepackage{bigstrut}
% Minitoc
%\usepackage{minitoc}

% Keystroke
\usepackage{keystroke}
\usepackage{supertabular}

\usepackage{wrapfig}
%\newcommand{\bigs}{\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut\bigstrut{}}







headers/packages2.tex~

% für Zeichensätze


%replacemnt for pslatex
\usepackage{mathptmx}
\usepackage[scaled=.92]{helvet}
\usepackage{courier}


\usepackage[T1]{fontenc} % disable this line for tex4ht

% für Tabellen
\usepackage{multirow}
\usepackage{multicol}
\usepackage{array,ragged2e}
\usepackage{longtable}

% für Kopf- und Fußzeilen, Fußnoten
\usepackage{scrpage2}
\usepackage{footnote}

% für Rahmen
\usepackage{verbatim}
\usepackage{framed}
\usepackage{mdframed}
\usepackage{listings}
\usepackage{lineno}

% für Symbole
\usepackage{amsmath}
\usepackage{amssymb}
\usepackage{amsfonts}

\usepackage{pifont}
\usepackage{marvosym}
\let\Cross\undefined 
\usepackage{fourier-orns}  % disable this line for tex4ht   % für weitere Logos, z.B. \danger

% für Grafik-Einbindung
\usepackage[pdftex]{graphicx}
\usepackage{wasysym}
\let\Square\undefined 

% unklare Verwendung
\usepackage{bbm}
\usepackage{skull}

%arabtex
\usepackage[T1]{tipa}  % disable this line for tex4ht

\usepackage{fancyvrb}
\usepackage{bbding} 
\usepackage{textcomp}
\usepackage[table]{xcolor}
\usepackage{microtype}
\usepackage{lscape}
\usepackage{amsthm}







headers/templates.tex~

\newcommand{\wbtempcolora}{white}
\newcommand{\wbtempcolorb}{white}
\newcommand{\wbtempcolorc}{white}
\newcommand{\wbtemptexta}{}
\newcommand{\wbtemptextb}{}
\newcommand{\wbtemptextc}{}
\newlength{\wbtemplengtha}
\setlength{\wbtemplengtha}{0pt}
\newlength{\wbtemplengthb}
\setlength{\wbtemplengthb}{0pt}
\newlength{\wbtemplengthc}
\setlength{\wbtemplengthc}{0pt}
\newlength{\wbtemplengthd}
\setlength{\wbtemplengthd}{0pt}
\newlength{\wbtemplengthe}
\setlength{\wbtemplengthe}{0pt}
\newcount\wbtempcounta
\wbtempcounta=0
\newcount\wbtempcountb
\wbtempcountb=0
\newcount\wbtempcountc
\wbtempcountc=0

\newcommand{\CPPAuthorsTemplate}[4]{
\LaTeXZeroBoxTemplate{
The following people are authors to this book:

#3

You can verify who has contributed to this book by examining the history logs at Wikibooks (http://en.wikibooks.org/).

Acknowledgment is given for using some contents from other works like #1, as from the authors #2.

The above authors release their work under the following license:

This work is licensed under the Creative Commons Attribution-Share Alike 3.0 Unported license. In short: you are free to share and to make derivatives of this work under the conditions that you appropriately attribute it, and that you only distribute it under the same, similar or a compatible license. Any of the above conditions can be waived if you get permission from the copyright holder.
Unless otherwise noted, #4 used in this book have their own copyright, may use different licenses than the one used here, and were not created by the above authors. The authors, contributors, and licenses used should be acknowledged separately.}
}


\newcommand{\tlTemplate}[1]{{\{\{{\ttfamily #1}\}\}}}

\newcommand{\matrixdimTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
{\bfseries Matrix Dimensions: }\\
A: $p \times p$ \\
B:  $p \times q$\\
C:  $r \times p$\\
D:  $r \times q$\\
\end{myshaded}
}

\newcommand{\matlabTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This operation can be performed using this MATLAB command:
{\ttfamily #1}
\end{myshaded}}

\newcommand{\PrintUnitPage}[3]{\pagebreak
\begin{flushleft}
{\bfseries \Large #1}
\end{flushleft}

\begin{longtable}{>{\RaggedRight}p{0.5\linewidth}>{\RaggedRight}p{0.5\linewidth}}
& #2
\end{longtable}}

\newcommand{\LaTeXCodeTipTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
#1 \\
#2 \\
#3
\end{myshaded}
}

\newcommand{\DisassemblySyntax}[1]{

\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
This code example uses #1 Syntax
\end{myshaded}}


\newcommand{\LaTeXDeutschTemplate}[1]{ {\bfseries deutsch:} #1 }



\newcommand{\LaTeXNullTemplate}[1]{}
\newcommand{\LatexSymbol}[1]{\LaTeX}

\newcommand{\LaTeXDoubleBoxTemplate}[2]{

\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}
\end{minipage}

}


\newcommand{\LaTeXSimpleBoxTemplate}[2]{
{\bfseries #1} \\
#2
}

\newcommand{\SolutionBoxTemplate}[2]{
#2
}


\newcommand{\LaTeXDoubleBoxOpenTemplate}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #1} \\
#2
\end{myshaded}

}


\newcommand{\LaTeXLatinExcerciseTemplate}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries Excercise: #1} \\
#2 \\
{\bfseries Solution}
#3
\end{myshaded}

}


\newcommand{\LaTeXShadedColorBoxTemplate}[2]{
{\linewidth}#1\begin{myshaded}
#2
\end{myshaded}
}

\newcommand{\PGP}[1]{PGP:#1}


\newcommand{\DETAILS}[1]{For more details on this topic, see #1}

\newcommand{\ADAFile}[1]{\LaTeXZeroBoxTemplate{File: #1}}
\newcommand{\ADASample}[1]{\LaTeXZeroBoxTemplate{This code sample is also available in #1}}


\newcommand{\LaTeXZeroBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
\end{minipage}
}

\newcommand{\LaTeXZeroBoxOpenTemplate}[1]{
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}
#1
\end{myshaded}
}

\newcommand{\PDFLink}[1]{
\textbf{PDF} #1
}

\newcommand{\Lysippos}[1]{Lysippos}


\newcommand{\SonnensystemFakten}[3]{
#1 \\
\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\bfseries #2}  \\
#3 \\
\end{myshaded}
}


\newcommand{\VorlageReferenzenEintrag}[3]{
\begin{longtable}{p{0.2\linewidth}p{0.8\linewidth}}

{[\bfseries #1]} & {\itshape #2} #3 \\
\end{longtable}

}

\newcommand{\MBOX}[2]{\definecolor{shadecolor}{gray}{0.9}
\begin{myshaded}
\begin{longtable}{p{0.2\linewidth}p{0.7\linewidth}}
#1 & #2 \\
\end{longtable}
\end{myshaded}}



\newcommand{\LaTeXIdentityTemplate}[1]{#1
}

\newcommand{\AdaRM}[3]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2.html}{#1.#2 #3}}
\newcommand{\AdaRMThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{#1.#2.#3 #4}}

\newcommand{\AdaRMAThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{Annex #1.#2.#3 #4}}


\newcommand{\AdaNiveFiveRMThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1-#2-#3.html}{#1.#2.#3 #4}}


\newcommand{\AdaSGThree}[4]{\myfnhref{http://www.adaic.org/resources/add_content/docs/95style/html/sec_5/#1-#2-#3.html}{#1.#2.#3 #4}}

\newcommand{\AdaSGTwo}[3]{\myfnhref{http://www.adaic.org/resources/add_content/docs/95style/html/sec_7/#1-#2.html}{#1.#2 #3}}

\newcommand{\AdaSGOne}[2]{\myfnhref{_#1/}{Chapter #1: #2}}


\newcommand{\AdaRMNineFive}[3]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1-#2.html}{#1.#2 #3}}


\newcommand{\AdaRMCiteFive}[7]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1-#2-#3.html}{ISO/IEC 8652:2007. #1.#2.#3 #4 (#5). Ada 2005 Reference Manual. #7 }}


\newcommand{\AdaTwentyZeroFive}[1]{{\itshape This language feature is only available in Ada 2005}}

\newcommand{\ADANFAI}[2]{\myfnhref{http://www.ada-auth.org/cgi-bin/cvsweb.cgi/AIs/AI-00#1.TXT}{AI95-00#1-01 #2}}

\newcommand{\ADARMAONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1.html}{Annex #1 #2}}

\newcommand{\ADARMONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/05rm/html/RM-#1.html}{Section #1: #2}}
\newcommand{\ADANiveFiveRMONE}[2]{\myfnhref{http://www.adaic.org/resources/add_content/standards/95lrm/ARM_HTML/RM-#1.html}{Section #1: #2}}



\newcommand{\AdaPragma}[1]{\LaTeXTTBF{pragma} }



\newcommand{\TychoBrahe}[1]{Tycho Brahe}

\newcommand{\LaTeXPlainBoxTemplate}[1]{
\begin{minipage}{\linewidth}\definecolor{shadecolor}{gray}{0.9}\begin{myshaded} 
#1
\end{myshaded}
\end{minipage}
}


\newcommand{\Hinweis}[1]{
\begin{TemplateInfo}{{\Huge \textcircled{\LARGE !}}}{Hinweis}
#1
\end{TemplateInfo}}



\newcommand{\LaTexInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}}

\newcommand{\EqnTemplate}[1]{
\begin{flushright}
\textbf{[#1]}
\end{flushright}}

\newcommand{\RefTemplate}[1]{[#1]}


\newcommand{\LaTeXGCCTakeTemplate}[1]{
\LaTeXDoubleBoxTemplate{Take home:}{#1}
}

\newcommand{\LaTeXEditorNote}[1]{\LaTeXDoubleBoxTemplate{Editor's note}{#1}}

\newcommand{\BNPForVersion}[1]{
\LaTeXInfoTemplateOne{Applicable Blender version: #1}
}

\newcommand{\LaTeXInfoTemplateOne}[1]{
\begin{TemplateInfo}{\Info}{Information}
#1
\end{TemplateInfo}
}


\newcommand{\LaTexHelpFulHintTemplate}[1]{
\LaTeXDoubleBoxTemplate{Helpful Hint:}{#1}
}

\newcommand{\MyLaTeXTemplate}[3]{
\LaTeXDoubleBoxTemplate{MyLaTeXTemplate1:}{#1 \\ #2 \\ #3}
}

\newcommand{\TemplatePreformat}[1]{
\par
\begin{scriptsize}
%\setlength{\baselineskip}{0.9\baselineskip}
\ttfamily
#1
\par
\end{scriptsize}
}

\newcommand{\TemplateSpaceIndent}[1]{
\begin{scriptsize}
\begin{framed}
\ttfamily
#1
\end{framed}
\end{scriptsize}
}

\newcommand{\GenericColorBox}[2]
{
\newline
\begin{tabular}[t]{p{0.6cm}p{4cm}}
#1&#2\\  
\end{tabular}
}

\newcommand{\legendNamedColorBox}[2]
{
  \GenericColorBox{
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{#1}{
          \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}

\newcommand{\legendColorBox}[2]
{
  \GenericColorBox{
    \definecolor{tempColor}{rgb}{#1}
    \parbox[t]{0.5\linewidth}{
      \textsuperscript{
        \fcolorbox{black}{tempColor}{
           \Huge{\,\,}
        }
      }
    }
  }{
    #2
  } 
}



%\newcommand{\ubung} {{\LARGE $\triangleright$}}
\newcommand{\ubung}{\ding{228} \textbf{Aufgabe:}\,}

\newcommand{\TemplateSource}[1]
{
%\begin{TemplateCodeInside}{}{\baselineskip}{\baselineskip}{}{}{true}
\begin{scriptsize}
\begin{myshaded}\ttfamily
#1
\end{myshaded}
\end{scriptsize}
%\end{TemplateCodeInside}
}


\newenvironment{TemplateInfo}[2]
% no more parameters
%****************************************************
% Template Info
% Kasten mit Logo, Titelzeile, Text
% kann für folgende Wiki-Vorlagen benutzt werden:
%          Vorlage:merke, Vorlage:Achtung u.ä.
%
% #1 Logo  (optional) default: \Info
% #2 Titel (optional) default: Information; könnte theoretisch auch leer sein,
%                     das ist aber wegen des Logos nicht sinnvoll
%****************************************************
{
% Definition des Kastens mit Standardwerten
% u.U. ist linewidth=1pt erorderlich
\begin{mdframed}[ skipabove=\baselineskip, skipbelow=\baselineskip,
linewidth=1pt,
innertopmargin=0, innerbottommargin=0 ]
% linksbündig ist besser, weil es in der Regel wenige Zeilen sind, die teilweise kurz sind
\begin{flushleft}
% Überschrift größer darstellen
\begin{Large}
% #1 wird als Logo verwendet, Vorgabe ist \Info aus marvosym
%    für andere Logos muss ggf. das Package eingebunden werden
%    das Logo kann auch mit einer Größe verbunden werden, z.B. \LARGE\danger als #1
{#1 } \
% #2 wird als Titelzeile verwendet, Vorgabe ist 'Information'
{\bfseries #2}
\medskip \end{Large} \\
} % Ende der begin-Anweisungen, es folgenden die end-Anweisungen
{ \end{flushleft}\end{mdframed} }


\newcommand{\TemplateHeaderExercise}[3]
% no more parameters
%****************************************************
% Template Header Exercise
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
% ist gedacht für folgende Wiki-Vorlage:
%          Vorlage:Übung4
% kann genauso für den Aufgaben-Teil folgender Vorlagen verwendet werden:
%          Vorlage:Übung    (wird zz. nur einmal benutzt)
%          Vorlage:Übung2   (wird zz. gar nicht benutzt)
%          Vorlage:Übung3   (wird zz. in 2 Büchern häufig benutzt)
%          C++-Programmierung/ Vorlage:Aufgabe  (wird zz. nur selten benutzt,
%                            ist in LatexRenderer.hs schon erledigt)
%
% #1 Text   (optional) 'Aufgabe' oder 'Übung', kann auch leer sein
% #2 Nummer (Pflicht)  könnte theoretisch auch leer sein, aber dann sieht die Zeile
%                      seltsam aus; oder die if-Abfragen wären unnötig komplex
% #3 Titel  (optional) Inhaltsangabe der Aufgabe, kann auch leer sein
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}
 
\newcommand{\TemplateHeaderSolution}[3]
% no more parameters
%****************************************************
% Template Header Solution
% Rahmen als minisec mit Nummer der Aufgabe und Titel und grauem Hintergrund
%
% ist gedacht für den Lösungen-Teil der Vorlagen und wird genauso
% verwendet wie \TemplateHeaderExercise
%****************************************************
{
\minisec{\normalfont \fcolorbox{black}{shadecolor}{\large \, Lösung zu #1 #2 \ifx{#3}{}{}\else{-- #3}\fi \,} \medskip }
}

\newcommand{\TemplateUbungDrei}[4]
{
\TemplateHeaderExercise{Übung}{#1}{#2}
#3
\TemplateHeaderSolution{Übung}{#1}{#2}
#4
}

\newcommand{\Mywrapfigure}[2]
{
\begin{wrapfigure}{r}{#1\textwidth}
\begin{center}
#2
\end{center}
\end{wrapfigure}
}



\newcommand{\Mymakebox}[2]
{
\begin{minipage}{#1\textwidth}
#2
\end{minipage}
}

\newcommand{\MyBlau}[1]{
\textcolor{darkblue}{#1}
} 
\newcommand{\MyRot}[1]{
\textcolor{red}{#1}
} 
\newcommand{\MyGrun}[1]{
\textcolor{mydarkgreen}{#1}
} 
\newcommand{\MyBg}[2]{
\fcolorbox{#1}{#1}{#2} 
} 

\newcommand{\BNPModule}[1]{
the "#1" module
} 


\newcommand{\LaTeXMerkeZweiTemplate}[1]{\LaTeXDoubleBoxTemplate{Merke}{#1}}

\newcommand{\LaTeXDefinitionTemplate}[1]{\LaTeXDoubleBoxTemplate{Definition}{#1}}

\newcommand{\LaTeXAnorganischeChemieFuerSchuelerVorlageMerksatzTemplate}[1]{\LaTeXDoubleBoxTemplate{Merksatz}{#1}}

\newcommand{\LaTeXTextTemplate}[1]{\LaTeXDoubleBoxTemplate{}{#1}}

\newcommand{\LaTeXExampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXexampleTemplate}[1]{\LaTeXDoubleBoxTemplate{Example:}{#1}}

\newcommand{\LaTeXPTPBoxTemplate}[1]{\LaTeXDoubleBoxTemplate{Points to ponder:}{#1}}

\newcommand{\LaTeXNOTETemplate}[2]{\LaTeXDoubleBoxTemplate{Note:}{#1 #2}}

\newcommand{\LaTeXNotizTemplate}[1]{\LaTeXDoubleBoxTemplate{Notiz:}{#1}}

\newcommand{\LaTeXbodynoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXcquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXCquoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Quote:}{#1}}

\newcommand{\LaTeXSideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXsideNoteTemplate}[1]{\LaTeXDoubleBoxTemplate{Note:}{#1}}

\newcommand{\LaTeXExercisesTemplate}[1]{\LaTeXDoubleBoxTemplate{Exercises:}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageTippTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}

\newcommand{\LaTeXTipTemplate}[1]{\LaTeXDoubleBoxTemplate{Tip}{#1}}
\newcommand{\LaTeXUnknownTemplate}[1]{unknown}

\newcommand{\LaTeXCppProgrammierungVorlageHinweisTemplate}[1]{\LaTeXDoubleBoxTemplate{Hinweis}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageSpaeterImBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Thema wird später näher erläutert...}{#1}}

\newcommand{\SGreen}[1]{This page uses material from Dr. Sheldon Green's Hypertext Help with LaTeX.}
\newcommand{\ARoberts}[1]{This page uses material from Andy Roberts' Getting to grips with LaTeX with permission from the author.}

\newcommand{\LaTeXCppProgrammierungVorlageAnderesBuchTemplate}[1]{\LaTeXDoubleBoxTemplate{Buchempfehlung}{#1}}

\newcommand{\LaTeXCppProgrammierungVorlageNichtNaeherBeschriebenTemplate}[1]{\LaTeXDoubleBoxTemplate{Nicht Thema dieses Buches...}{#1}}

\newcommand{\LaTeXPythonUnterLinuxVorlagenVorlageDetailsTemplate}[1]{\LaTeXDoubleBoxTemplate{Details}{#1}}

\newcommand{\LaTeXChapterTemplate}[1]{\chapter{#1}
\myminitoc
}

\newcommand{\Sample}[2]{
\begin{longtable}{|p{\linewidth}|}
\hline
#1 \\ \hline
#2 \\ \hline
\end{longtable}
}

\newcommand{\Syntax}[1]{
\LaTeXDoubleBoxTemplate{Syntax}{#1}}


\newcommand{\LaTeXTT}[1]{{\ttfamily #1}}
\newcommand{\LaTeXBF}[1]{{\bfseries #1}}
\newcommand{\ADAPK}[3]{{#1.#2}}
\newcommand{\LaTeXTTBF}[1]{{\bfseries \ttfamily #1}}
\newcommand{\LaTeXIT}[1]{{\itshape #1}}
\newcommand{\ADACOM}[1]{{\itshape -{}-#1}}

\newcommand{\LaTeXCenter}[1]{
\begin{center}
#1
\end{center}}


\newcommand{\BNPManual}[2]{The Blender Manual page on #1 at \url{http://wiki.blender.org/index.php/Doc:Manual/#1}}
\newcommand{\BNPWeb}[2]{#1 at \url{#2}}

\newcommand{\Noframecenter}[2]{
\begin{tablular}{p{\linewidth}}
#2\\ 
#1 
\end{tabluar}
}


\newcommand{\LaTeXTTUlineTemplate}[1]{{\ttfamily \uline{#1}}
}



\newcommand{\PythonUnterLinuxDenulltails}[1]{
\begin{tabular}{|p{\linewidth}|}\hline
\textbf{Denulltails} \\ \hline
#1 \\ \hline 
\end{tabular}}

\newcommand{\GNURTip}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
\textbf{Tip} \\ \hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlUebung}[1]{
\begin{longtable}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{longtable}}

\newcommand{\PerlNotiz}[1]{
\begin{table}{|p{\linewidth}|}\hline
#1 \\ \hline 
\end{table}}

\newcommand{\ACFSZusatz}[1]{\textbf{ Zusatzinformation }}
\newcommand{\ACFSVorlageB}[1]{\textbf{ Beobachtung }}
\newcommand{\ACFSVorlageV}[1]{\textbf{ Versuchsbeschreibung }}
\newcommand{\TemplateHeaderSolutionUebung}[2]{\TemplateHeaderSolution{Übung}{#1}{#2}}
\newcommand{\TemplateHeaderExerciseUebung}[2]{\TemplateHeaderExercise{Übung}{#1}{#2}}

\newcommand{\ChemTemplate}[9]{\texttt{     
#1#2#3#4#5#6#7#8#9}}


\newcommand{\WaningTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warning}
#1
\end{TemplateInfo}}


\newcommand{\WarnungTemplate}[1]{     
\begin{TemplateInfo}{\danger}{Warnung}
#1
\end{TemplateInfo}}


\newcommand{\BlenderAlignedToViewIssue}[1]{     
\begin{TemplateInfo}{\danger}{Blender3d Aligned to view issue}
This tutorial relies on objects being created so that they are aligned to the view that you’re looking through. Versions 2.48 and above have changed the way this works. Visit Aligned (\url{http://en.wikibooks.org/wiki/Blender_3D:_Noob_to_Pro/Aligned_to_view_issue}) to view issue to understand the settings that need to be changed.
\end{TemplateInfo}}


\newcommand{\BlenderVersion}[1]{     
{\itshape Diese Seite bezieht sich auf }{\bfseries \quad Blender Version #1}}

\newcommand{\Literal}[1]{{\itshape #1}}

\newcommand{\JavaIllustration}[3]{
\begin{tablular}
{Figure #1: #2}
\\
#3
\end{ltablular}
}

\newcommand{\PDFLink}[1]{#1 PDF}

\newcommand{\Ja}[1]{\Checkmark {\bfseries Ja}}
\newcommand{\Nein}[1]{\XSolidBrush {\bfseries Nein}}

\newcommand{\SVGVersions}[8]{
{\scriptsize
\begin{tabular}{|p{0.45\linewidth}|p{0.13\linewidth}|}\hline
Squiggle (Batik) & #1 \\ \hline
Opera (Presto) & #2 \\ \hline
Firefox (Gecko; auch SeaMonkey, Iceape, Iceweasel etc) & #3 \\ \hline
Konqueror (KSVG) & #4 \\ \hline
Safari (Webkit) & #5 \\ \hline
Chrome (Webkit) & #6 \\ \hline
Microsoft Internet Explorer (Trident) & #7 \\ \hline
librsvg & #8 \\\hline
\end{tabular}}

}


\theoremstyle{plain}
\newtheorem{satz}{Satz}
\newtheorem{beweis}{Beweis}
\newtheorem{beispiel}{Beispiel}

\theoremstyle{definition}
\newtheorem{mydef}{Definition}

\newcommand{\NFSatz}[2]{\begin{satz}#1\end{satz}#2}

\newcommand{\NFDef}[2]{\begin{mydef}#1\end{mydef}#2}

\newcommand{\NFBeweis}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFBeispiel}[2]{\begin{beweis}#1\end{beweis}#2}

\newcommand{\NFFrage}[3]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{#1}: #2} \\
#3
\end{myshaded}

}

\newcommand{\NFFrageB}[2]{

\definecolor{shadecolor}{gray}{0.9}\begin{myshaded}{\itshape \uline{Frage}: #1} \\
#2
\end{myshaded}

}


\newcommand{\NFVertiefung}[1]{
{\bfseries Vertiefung:} \\
Der Inhalt des folgenden Abschnitts ist eine Vertiefung des Stoffes. Für die nächsten Kapitel ist es nicht notwendig, dass du dieses Kapitel gelesen hast.

}
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